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Z““ Experimental studies have been conducted in a curved mixing layer in which
both the velocity ratio and the density ratio were variable. Flow visualization
studies and profile measurements covered a wide range of experimental condi-
tions. The structures observed experimentally were examined in the light of
three different instability mechanisms which can exist in the same mean flow.

For the case of mixing layers with uniform density, it was found that the nor-

mal large spanwise vortex structures can be weakened or inhibited by Taylor-

— -~ “Gortler instability if the inner |§rcam is taster than the outer stream. For the
(/Y case of mixing layers with different densities, three-dimensionality is greatly
enhanced by Rayleigh-Taylor instability if the inner stream is heavier than the

outer stream, and especially if the inner stream is also faster. In the former

case the growth rate of the mixing layer was found to be insensitive to changes

in the velocity ratio.

The effects of curvature on the structure of the curved turbulent mixing

layer were explored in terms of length scales and celerity for the large spanwise

structures where these structures could be observed. Other things being equal,
the celerity of the large structures was found to depend on density ratio and

velocity ratio but not on the sense of the mean streamline curvature. <—
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- 1. Introduction

It is well known that the turbulent shearing stress in a curved shear layer
depends strongly on the sense of the curvature. If the high-speed stream is on
. the inside, much higher turbulent shearing stresses occur. This effect has been
h attributed to centrifugal instability; for example, in the experimental work by
Margolis and Lumley (1985) and by Wyngaard (1967). The associated differences

in flow structure, however, have not been fully explored.

Density differences can be expected to modify the effects of centrifugal
forces. No experimental reports have been found in the literature which deal
with combined effects of velocity difference, density difference, and curvature.
The general case is therefore an interesting problem from both the academic
and the practical point of view. The purpose of this experiment is to study the
combined effects of mean streamline curvature and density difference on the
structure of turbulent mixing layers. Flow-visualization studies for such flows

can be very instructive, and are a major component of the present research.

There are three different mechanisms of instability in a general curved mix-
ing layer. The Keivin-Helmholtz instability, associated with the free shear layer
per ss, produces spanwise vortical structures. The Taylor-Gortler instability.
associated with centripetal and Coriolis accelerations in a curved flow, produces
streamwise vortical structures. The Rayleigh-Taylor instability, associated with
the effect of a body force opposed to the density gradient, produces three-
dimensional mushroom-like structures. The effect of interaction among these
instability mechanisms on the structure of a curved turbulent mixing layer with

variable density will be discussed in this chapter.




A general curved mixing layer is shown schematically in the accompanying
drawing. Two uniform parallel streams, initially separated by a splitter plate for
z < 0, are guided into a curved channel of half height b and mean radius of
! curvature R. The velocities of the two streains are uniform at the inlet and are
h denoted by U, and U, , respectively, for the outer and inner flows. The uniform

densities of the two streams are p, and p,, respectively.

-

The flow of interest is the mixing zone not too far downstream, where §, the
thickness of the mixing layer, is small compared with the channel height. It is
inherent in any definition of a mixing layer that flow quantities like u© or p are

much more uniformly distributed in the free streams than in the mixing zone. L
As a result, an inflection point must exist in the profile of a particular flow quan- 1
tity unless this quantity is constant across the mixing layer (neglecting the wake

due to the splitter plate). ! ‘
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Under these conditions, three global parameters should suffice to define a
curved mixing layer. These may be taken as the density ratio and the velocity P N
ratio of the two incoming uniform streams, and the ratio of layer thickness to

mean radius of curvature. Any dependence of the flow on Reynolds number is

neglected, on the ground that the flows of interest are fully turbulent. Any suit- r—‘-:
ably normalized time-averaged flow quantity ¥ can thus be expressed as a : i
function of three dimensionless spatial variables and the three giobal parame- 'ft'- ?
ters. The parameter space itself may contain one or more surfaces separating ......
different flow regimes, in each of which a distinct flow structure predominates.

These surfaces can be represented schematically by, say,

Lo e o Py v
A et mt ot
PR ..Mi.ﬁ‘. LA
-
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and are associated with boundaries of neutral stability for various flow struc-

tures. It is useful by way of introduction to collect the available analytical evi-

dence on this question for the case of laminar flow. e
o

1.1. Taylor-Gortler Instability
When there is no inflection point in the velocity profile, a constant-density

flow is not subject to Kelvin-Helmholtz instability, according to Rayleigh's

inflection-point theorem discussed in Section 1.2 below. By studying such flows
we may then be able to understand better the phenomena introduced by cen-
tripetal and Coriolis accelerations. One flow providing such an opportunity is
circular Couette flow, which involves the motion of a viscous fluid of uniform

density between two concentric cylinders rotating at constant angular velocity. L
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In a classic paper, Taylor (1923) formulated the viscous instability problem
for circular Couette flow and solved the eigenvalue problem analytically for the
case in which the gap d between the two concentric cylinders is small com-
pared to the mean radius. The stability of the flow was found to depend on the
dimensionless quantity Ta = R3(Q? -Q2AR now known as the Taylor
number. For the case when the two cylinders rotate in the same direction (the
case of interest here), Taylor found the flow to be stable to axisymmaetric distur-
bances when the Taylor number is smaller than a critical value of 1708 (the
numerical value cited was obtained by Peliew and Southwell [1940] by a refined
calculation). This value is the same as the critical Rayleigh number found for
Benard convection. Jeflreys (1928) showed that when the ratio of angular velo-
city of the two cylinders approaches unity there is an exact analogy between cir-
cular Couette flow and the convection instability between two rigid surfaces.
Generally, however, the circular Couette flow with both cylinders rotating in the
same direction is analogous to the convection flow with streaming. In the latter
case, it was proved mathematically by Jeflreys that the convection cells are

formed parallel to the streaming direction.

Taylor's 1923 paper also established the stability boundary experimentally.
Coles (1965) later showed that several different flow regimes can exist in this
simple geometry, depending on the relative rotation of the two cylinders.
Roughly speaking, when the inner cylinder is rotating faster than the outer
cylinder, instability appears first in the form of axisymmetric Taylor-Gértler
vortices. When the difference in rotation speed increases into the non-linear
range, the axisymmetric structure turns into a non-axisymmetric wavy mode of
motion. When the outer cylinder is rotating faster, the flow is stable in most of
the laminar regime. Turbulence emerges in the form of a spiral structure trav-

elling around the cylinders.

e ..
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Among the wealth of flow structures produced as a result of centrifugal insta-
bility, only the axisymmetric Taylor vortices have been thoroughly explored.
The physical mechanisms invoived in the formation of axisymmetric Taylor vor-
tices have been delineated by Coles (1967). Using a nontrivial algebraic formula-
tion, Coles showed that the essential elements of the flow in the Tayior vortices
are (a) the coupling of primary and secondary flows through the action of
Coriolis force., and (b) the production of streamwise vorticity through the
mechanism of vortex tilting.

1.2. Kelvin-Heimbhoits Instability

Simplified forms of the two-dimensional plane stability problem have long
been studied, beginning with work by Helmholtz (1868) and Kelvin (1871). Sup-
pose that two horizontal parallel infinite streams of different velocities and den-
sities are in contact with each other, as shown in the sketch. The flow is inviscid

and incompressible.
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Kelvin assumed that the disturbed flow is two dimensional and irrotational on
each side of the interface and studied the growth in time of small disturbances
in terms of the velocity potential of the flow. Disturbances of the form

p(s)e™ *® are sought which satisfy the Laplace equation and the boundary
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conditions that the pressure and the vertical velocity are coutinuous across the

disturbed interface. The resulting eigenvalue problem has the solution

- Uy + palUs Vp1P3 : '--;'.le1~
q = —-ik 5 ¥ pa t k 51 (U, — Ug) (1.2.1) 3
)

Hence the flow is always unstable, for all wave numbers k&, aslongas U, = U,.

The physical mechanism underlying Kelvin-Helmholtz instability has been
explained by Landau and Lifshitz (1959) in terms of the pressure field associated
with the disturbance. When a small periodic displacement is given to the origi-
nally plane interface between the two streams, the pressure disturbance is 180
degrees out of phase with the displacement, and hence the disturbance is
amplified. Batchelor (1967) described Kelvin-Helmholtz instability in terms of
vorticity dynamics. Since the slip stream in the undisturbed flow is equivalent
to a plane vortex sheet, amplification of any displacement of the interface away-
from its original position resuits from the self-induced velocity of the vortex

sheet and the redistribution of vorticity as a result of convection.

Rayleigh (1880) discussed the inviscid stability of a homogeneous shear layer
having a smoothly varying velocity profile instead of a step discontinuity. If the

disturbance is small, Euler's equation can be linearized to give

aUu

[-—-+ U ]ll"i-‘v'al = -V p (1.2.2)

where U(y) is the basic velocity profile, i is the unit vector in the z-direction,

and u’' and p' are the disturbance velocity and pressure, respectively, for two-

dimensional disturbances. The disturbance velocity can be represented by a

1
]
stream function; L“1

................

............




u = % , U= . A (1.2.3)

X Normal mode analysis assumes this stream function to have the form

'. Y = ¥(y)etels—et) (1.2.4)

* The linearized Euler equation can then be reduced to an ordinary differential
equation. Elimination of the pressure leads to the stability equation of Rayleigh,

(U =c)(¥" -a®¥) - U'¥ =0C. (1.2.5)

Rayleigh (1880) proved that a necessary condition for instability is that the
basic velocity profile U(y) should have an inflection point. Fjgrtoft (1950)
. showed that it is further necessary for instability that the absclute value of vor-
ticity be a maximum at the inflection point. An argument by Tollmien (1935)

suggests that neither of these conditions is sufficient for the flow to be unstable.

Michalke (1984, 1965) studied the instability of the hyperbolic-tangent velo-
city profile for a homogeneous fluid and calculated the growth rate of small dis-

turbances as a function of wave number, using Rayleigh’s inviscid stability equa-

tion (1.2.5). His result, reproduced in Fig. 1.1, indicates that a wave number ~.‘
exists for which the spatial growth rate is a maximum.
Maslowe and Kelly (1971) studied the inviscid stability of a heteregeneous free ]
1
shear layer in terms of the Taylor-Goldstein equation, a counterpart of '
Rayleigh's equation for flow with variable density in an arbitrary gravitational ‘
fleid. For the case of negligibie gravity force, they calculated the spatial growth K
rate for small disturbances as a function of both wave number and density . ‘
]
e

1
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ratio, as shown in Fig. 1.2. The figure shows that, for a certain range of density
ratios, the growth rate is smaller than for a homogeneous shear layer. Davey
(1971) and Davey and Roshko (1972) studied the heterogeneous shear layer
experimentally and found the theoretical calculations by Michalke and by

Maslowe and Kelly to be consistent with their measurements.

The problem of the stability of a free shear layer in a viscous fluid is a gen-
eralization of the Kelvin-Helmhoitz problem. The linearized mathematical prob-
lem leads to the Orr-Sommerfeld equation. For a homogeneous fluid, Curle
(1958) considered a hyperbolic-tangent velocity profile and obtained a minimum
critical Reynolds number of 8.9. Betchov and Szewczyk (1963) also considered
the hyperbolic-tangent profile, but did not find a minimum critical Reynolds

number. Physical reasoning led them to predict a minimum critical Reynolds ‘.

number of 150 for a temporally growing shear layer.

Lessen and Ko (1968) solved the Orr-Sommerfeld equation numerically for a
Blasius velocity profile, using the parallel-flow assumption. They found a
minimum critical Reynolds number of 3.86. When non-parallelism was taken into
account, the minimum critical Reynoids number increased to 12. The stability
curves obtained by Lessen and Ko are reproduced in Fig. 1.3 and Fig. 1.4 for the
cases of small disturbances to parallel and non-parallel flow, respectively. The
curve with o = 0 represents the curve of neutral stability. Ko and Lessen
(1969) revised their earlier calculations and found no minimum critical Rey-
nolds number under the same assumption of parallel flow, and a minimum criti-

cal Reynolds number of 10.2 when non-parallelism was considered.

The stability of a heterogeneous shear layer in a viscous fluid has been stu-
died by Baker, Rozenman and Weinstein (1968), who solved the Orr-Sommerteld
equation using Lessen's method (Lessen 1948). Their results do not include a

complete neutral stability curve. Maslowe and Thompson (1971) employed
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Holmboe's model for the density profile and a hyperbolic-tangent velocity profile
and solved the Orr-Sommerfeld equation numerically. The density difference
was derived from the temperature difference governed by the energy equation.
The neutral stability curve determined by Maslowe and Thompson for the
viscous shear layer with density difference, for the case where there is no gravity
term, is shown as the curve labelled J, =0 in Fig. 1.5. According to this curve,
there is no minimum critical Reynolds number. The other curves in the same

figure, eorrespc;nding to other values of Jy (the gradient Richardson number

2
= - g— %y& :—:— ] ). are for flows influenced by gravity.

1.3. Rayleigh-Taylor Instability

In a curvilinear motion.the centripetal acceleration imposes an inertial body
force acting like gravity on the fluid. The system is then statically stable or
unstable according to whether the heavier fluid is on the bottom (the outside)
or on the top (the inside). Historically, this problem was first studied by Ray-
leigh (1883). Taylor (1950) pointed out the equivalence of centripetal accelera-
tion and gravity. For the gravitational case, the mathematical nature of this
problem, known generally as Rayleigh-Taylor instability, can be stated as follows,
according to Lamb (1932).

lB
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Consider an initially flat interface subjected to a small disturbance, as shown
in the accompanying sketch, so that the disturbed surface can be written as

n = ¢ coskz ¢t (1.3.1)

Since the fluids are initially at rest, the disturbed flow will be irrotational if

Tt R el s ldT s AT (. ... . e

viscosity is neglected. For the case when both streams are unbounded, the velo-

i city potential satisfying the condition of unmixed fluids at the interface can be
- written

P =t %’-(coskz)c"" ", y<o (1.3.2)
' and

X

' . pg =1ie :—(coakz)c"' e, y>o0. (1.3.3)

Across the interface, there can be no difference in pressure. Bernoulli's equa-

tion reads

- 1 _ 991
. — S e——— . <0 1.3.4
; oy ot Y. ¥ (1.3.4)
]
d
- Be P2 oy, y>o0 (1.3.5)
P2 t
i
s
‘ Hence we have (-‘i- ) = po(- & _ ) and &® =gk Pr=P2]  when the
: P =9)=m(- -9 ok ool
!
T e T T T ot oo et dandoand o aien e e atm R
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K lower fluid is heavier; i.e., when p, > pp, © is real, and the disturbance pro-
l . pagates like a wave. However, when the upper fluid is heavier, » is imaginary,
: and the disturbance grows exponentially. Lamb also discussed the case when
the fluids are bounded both fromm the top and from the bottom by horizontal

surfaces, and found an expression for w? as a function of kb, where d in the

27 VT ST eI wl

present notation is half the distance between the two bounding surface.
o Although the formulation given above assumes waves propagating in the =z
i direction, the same result applies to waves propagating in any other direction

perpendicular to y.

Experimental studies of Rayleigh-Taylor instability has been performed by
Lewis (1950), Emmons, Chang, and Watson (1980), Cole and Tankin (1973) and
Ratafia (1973). Bellman and Pennington (1954) investigated the effects of
viscosity. Using a model equation in which viscosity is incorporated as a damp-
ing term for a second-order system, Plesset and Whipple (1974) found that
viscosity is important in determining the wavelength of the fastest growing dis-
turbances, for which A = 47(124’')'® where g' is reduced gravity and is defined

[=ab

A summary by Sharp (1983) shows that the structure produced by Rayleigh-
Taylor instability is three-dimensional and can be strongly influenced by the
density and viscosity profiles. Typical shapes of the structure at early times are
like mushrooms, fingers, or pike;. These shapes soon interact with each other

and break up by various mechanisms which are not yet understood. Eventually.

however, if the two fluids are immiscible, the heavy fluid will fall completely

underneath the light fluid and stay there, as long as the ocean is underneath . O
the sky. 1

A




-12-

The irreversible process discussed in the last paragraph can be preempted if
the density of the falling anad rising fluids can be changed by external interven-
tion. For example, if a horizontal layer of fluid bounded by two horizontal rigid
surfaces is uniformly heated from below and cooled from above, so that a den-
sity gradient is maintained in a direction opposite to the gravitational force, a
colder and hence heavier fluid element which has fallen as a result of gravity will
be warmed when it comes close to the bottom surface, where it may change
roles and become the lighter fluid. This kind of thermal instability problem, ori~
ginally defined by Bénard (1900), was first investigated mathematically by Ray-
leigh (1918). The critical Rayleigh number for instability, for the case where
both surfaces are rigid, was first calculated by Jeffreys (1928). The value deter-
mined by Reid and Harris (1958) is 1707.762. Experiments done with two rigid

boundaries, for example by Oertel and Kirchartz (1979) and Oertel (1982), show
roll cells with orientation depending on the shape of the container. Since in our
experiments, in which the mixing layers are bounded by fluids of different
species, the density of a fluid element is not changed except by molecular
diffusion (which is rather small), we do not expect the same kind of structure to
appear. Hence we will limit our discussion on Beénard cells. Detailed discussions
of this thermal instability problem can be found in Chandrasekhar (1961) and
Drazin and Reid (1981).

i 1.4. Turbulent Flow
: The plane turbulent mixing layer has attracted the attention of many

researchers for many years. An important feature in this flow is the organized

ﬁ structure first discovered by Brown and Roshko (1971, 1974). As shown by
Brown and Roshko, the plane mixing layer contains large spanwise vortical SRR
structures which travel downstream with a definite speed, or celerity. These vor-
tices grow by entrainment of fresh fluid and also by more cornpiex processes

}
X
&l
t such as pairing and tearing. The effects of velocity ratio and density ratio on ]

. g
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the growth of the plane mixing layer have both been studied experimentally.
U, - U

h For example, an expression for the growth rate, Sugus = cmt[u—'-:-F‘]. was
o i

proposed by Sabin (1965). This expression was endorsed by Brown and Roshko
h (1974), who also found the effect of density difference on the growth of the mix-
ing layer to be small. Brown (1974) and Dimotakis (1984) expressed the growth

rate as a function of both velocity ratio and density ratio. The formation of vor-

tices in a laminar free mixing layer has been explained by Michalke (1985a),
using stability theory. In t{urdulent mixing layers the large-scale two-
dimensional vortices discovered by Brown and Roshko (1974) can presumably
still be attributed to the general Kelvin-Helmholtz instability. Even though the
laminar stability theory does not apply in turbulent flow, the basic driving

mechanism associated with the layer of concentrated vorticity is the same.

The contributions mentioned above all refer to the two-dimensional instabil-
ity of the plane mixing layer. The experiments of Brown and Roshko indicate,
however, that the main structure of the turbulent mixing layer is three-
dimensional, although organized structures also exist in the streamwise direc-
tion. The interaction of the streamwise structures with the spanwise vortices
was shown by Breidenthal (1978) and Bernal (1981) to be important for transi-
tion. The three-dimensional instability of the structure of a shear layer has long
been considered a topic of vortex dynamics; see, for example, the work of Moore
and Saffman (1975), Saffman (1980), Pierrehumbert and Widnall {1982), and
Robinson and Saffman (19682).

For free shear layers in a curved channel, with uniform density, most of the [
existing information is based on hot-wire measurements. Margolis and Lumley
(1965) and Margolis (1965) investigated the curved shear layer formed at the

exit of an open-circuit wind tunnel. The high-speed stream was supplied by the
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tunnel, and the low-speed stream came from entrainment into the high-speed .____
stream. The two streams had different thicknesses, with the low-speed stream .
thicker by a factor of 4. The radius of curvature of the outer wall of the curved
channel was four times the total channel height. Margolis and Lumley reported 7:,'
much stronger Reynolds shearing stresses and turbulence production for the i*
: case when the high-speed stream was on the inside. Wyngaard (1967) and Wyn- '
[ gaard, Tennekes, Lumley, and Margolis (1968) repeated the measurements and
_ calculations, using the same basic wind tunnel but improving the small-scale .’ “""
- resolving power of their hot-wire instrumentation; they concluded that the tur- T
bulence production in the unstable case, with the high-speed stream inside, is ‘
actually close to that in the stable case, with the high-speed stream outside. _,__N
However, the large difference in turbulent shearing stress remains. The Rey- l
nolds shearing stress measured by Wyngaard is shown in Fig. 1.8, with the stable
and unstable cases together for comparison. It is clear that not only is the max-
- imum shearing stress larger in the unstable case, but also the region of appreci- { ....
able shearing stress is thicker. This effect has been attributed to centrifugal .
instability. Hunt and Joubert (1979) proposed a Reynolds-stress re-orientation
theory for this phenomenon and found that qualitative agreement was achieved iw__
between theory and experimental data obtained in a curved duct flow. Few of
the studies mentioned above paid particular attention to the possible effects of §
bounding curved walls on the turbulent shear layer. Wood and Bradshaw (1982) o
suggested that the presence of a wall can have large effects on the flow struc- l.__
ture. Gibson and Younis (1983), however, concluded otherwise. None of these
studies provided any evidence for the structure of the flow by means of flow
visualization, which is a main component of the present study. l—f—
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1.5. The Present Problem

The main purpose of this study is to look for effects of streamline curvature

on the structure of the turbulent mixing layer. Discussions in the previous
. paragraphs have considered the stability and structure of various limiting cases.
h When both density and velocity are variable in a curved mixing layer, we

encounter the general case.

The Taylor-Gortler instability, which is responsible for the formation of

streamwise vortices in curved shear flows, can be extended to cover flows with

‘ "T' D

variable density. It is relatively easy to extend Taylor's argument, or Rayleigh's
criterion, to inhomogeneous flow. Consider the incompressible motion of an

inviscid fluid in a circular path.

o

v

WY

vy

The centrifugal force experienced by a fluid element situated at a radial location
r is equal to mu?4 = (mur)®/mr3, where mur is the angular momentum and
m is the maas of the fluid element. When the flow is in equilibrium, this centri-
fugal force is balanced by the local pressure force exerted on the fluid element

by its surroundings. Suppose that the fluid element is displaced to a new radial
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location 7', where the local pressure field supplies a net balancing force
(m'u'r)®/m'r3, as shown in the accompanying sketch. The new centrifugal
force experienced by the fluid element becomes (mur)2mr3, because the
angular momentum and the mass of the fluid element are both conserved dur-

ing the displacement.

The fluid element will tend to return to its original location 7 if the restoring
force is greater than the centrifugal force; i.e., it mu'?r? > mu?r? For two-

dimensional curved shear layers involving a density difference, the conclusion is
that the basic flow will be stable if fr-(p-uzr"’) > 0. This condition has been

proved more rigorously by Synge (1933) to be necessary and sufficient for the
stability of axisymmetric disturbances, and is called the Rayleigh-Synge cri-

terion.

The success achieved by Taylor (1923) in applying Rayleigh's criterion to
account for the appearance of streamwise vortices in circular Couette flow sug-
gests that strong streamwise vortical structures might be produced in a curved
mixing layer by making the inner stream heavier or faster, as indicated by the
Rayleigh-Synge criterion. That is, the effect of velocity can be supplemented by
the eflect of density. Accordingly, streamwise vortices might be expected to
dominate a curved flow who;e inner stream is heavier. However, such a flow may
also be subject to Rayleigh-Taylor instability, as argued earlier, with generation

of three-dimensional structures.

As far as two-dimensional spanwise disturbances are concerned, the existence
of an inflection point in the velocity profile of a general mixing layer suggests
the continued relevance of Kelvin-Helmholtz instability. Extensions of Kelvin-
Helmholtz instability to gravitational flows involving discontinuous velocity

profiles and density diflerences have been discussed by Chandrasekhar (1961)

-

!
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and Drazin and Reid (1981), who showed that in the limit of equal velocities 4
Kelvin-Helmholtz instability reduces to Rayleigh-Taylor instability.

The three inter-related instability mechanisms can be distinguished upon
inspection of the vorticity equation, e

%Q-zp(u.V)n+,17(Vprp)+pV’o+ p&Vpx(Vzu) (1.5.1)

which is valid for an incompressible flow (i.e., divu = 0) with constant viscosity

B

As explained by Batchelor (1967), the Kelvin-Helmhoitz instability is associ-

ated with convection of vorticity, represented by the first term on the left-hand
side of the vorticity equation. The Taylor-Gértler instability, associated with the ‘
ﬂilting of vorticity according to Coles (1967), is connected with the first term on ,__._]
the right-hand side. The Rayleigh-Taylor instability, associated with the produc-

tion of vorticity when the density gradient is not parallel to the pressure gra-

dient (Scorer 1978), is connected with the second term on the right-hand side of e

v . 4
the vorticity equation. L....
Unfortunately, the vorticity equation is coupled to the equation of momen-
tum and the equation of continuity. It is therefore difficult to draw solid conelu- .
sions regarding the relative importance of the individual driving mechanisms; t—
i.e., density gradient, velocity gradient, and streamline curvature, without taking
into consideration the whole set of governing equations simultaneously. This
problem will be attacked in the next section. L
| N
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1L Algebraic Stability Arguments

2.1. Algebraic Formulation of the Stability Problem

In this section we will attempt to characterize the three instabilities
described above, and their combinations, without reducing the differential equa-
tions of motion to a formal eigenvalue problem of the conventional kind. The
analysis will move in the conventional direction at first, in the sense that we will
assume laminar flow and will consider the linearized problem of small perturba-
tions to a particular basic flow. However, the machinery which is eventually
used to extract practical results will be algebraic rather than analytic. This
machinery will be developed as soon as the mathematical problem has been

properly formulated.

The fundamental physical laws governing the flow structure are conservation
of mass and conservation of momentum. Density changes will be associated
with the presence of different fluids, rather than with effects of heat transfer or
compressibility. Thus no energy equation is required. In fact, useful results can
apparently be obtained without using equations for diffusion of species. In such

a case there are two equations of continuity,

Veu=0 (2.1.1)

and




(2.1.2)

For simplicity, because the eventual application is to turbulent flow, the viscos-
ity (but not the density) will be taken as constant; i.e., independent of position.

The momentum equation is then

Du _ 18a . (. == 2
. P 3¢ p[at +(u V)u] Vp +uvia (2.1.3)

where V?u =div(grad u). The transport equation for vorticity @=V x u is
obtained by taking the curl of the momentum equation (2.1.3) after dividing by
. A useful vector identity is

V x(sv)=s(V xv)+Vsxv (2.1.4)

where s is a scalar and v is a vector. The result for vorticity is

Do _ toe .. .
P -p{m +(u V)u] e

=p(u.V)u+%-Vprp +uVieu+ p&Vvazu (2.1.5) B

The terms on the right-hand side represent vorticity changes caused by vortex
stretching/tilting, by baroclinic (pressure) torque, by viscous diffusion, and by

exoclinic (viscous) torque.




We want to examine these equations in cylindrical polar coordinates (r, 6, z).
The velocity components will be denoted by (u, v, w) and the vorticity com-
ponents by (¢, n, ). The equations of continuity become

u w1 v tw
o trtreeta Y (2.1.8)

%, ,% v .,%._
at " CortroetY a0 (2.1.7)
The three components of the momentum equation become
u Ou vdu Bdu vi__ dp -y _ 2%
P[at“‘ar"r 26 ' b T]‘ or“‘[v"‘ A rige] (1B
o v w10 v 208
P[“ +‘uar""r 80+wﬂz+ r raa+“[vz" z"'rz 26 (2.1.9) .": ‘
L
dw  bw. vow ., dw|l_ 8, o2 L.
3 Plact“or "7 06 " Vox] "B THT® (2.1.10) ]
: S
E ] where L B
& B 1 8, 1 8 &5 =
b-. e = o4 202 K. S
5 M~ A T (2.1.11) ]
- ]
F T
3 -




The vorticity equations, although formally redundant, will be used in what fol-
lows to avoid dealing directly with the pressure. The three components of vorti-

city are
g=low N (2.1.12)
r:::
.
h ou
o = % " % (2.1.13)
18, . _Llou
¢= ™)~ 75, (2.1.14)

and the three components of the vorticity equation are

,,[.L+ux+,.gg+.., gg-z,q

- n%u 1L 18 _t_2
P[‘DT+TOO -‘"4 p[‘rﬂ r-85-60+“[vz$ f&‘-_ Z o
[TRp- Y , 2 8u
sl Byny, Ry -4, 22 (2.1.15) |
A
L
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=p ¢S, v O 1io% 3 3 ~.n,298
-p[ebr+r De+(02+g]+p[026r #%}hulvzn r3+r38_§-]

[
L + P&l-g;L[vzu - r—';-- r%-:—f"-] - %g-v =w] (2.1.18)

MU BrE S e L R i et
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_ [ow , now  ow]l, 1[180 1
_p[ear+2-8o+¢atj+p[r0r% r%%]'”"vz{

2.2. The Linearized Problem
An inquiry into the stability of a fluid motion normally involves a basic flow

subject to small perturbations. The basic flow which is appropriate for the L«‘-E
present problem is a spatially growing mixing layer. The perturbations should
also be assumed to grow in space rather than in time. The resulting problem,
however, is too difficult to treat by the methods used here. Instead, the mixing L“1
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layer will be taken as a static flow which grows neither in space nor time, and
only the condition of neutral stability will be sought. This restriction is not
necessary. If, for example, u' = f(r)exp[ia(z —ct)], then ow Bt = acu.
and a suitable generalization of the algebraic method is straightforward.

In practice, there are two important perturbations to be considered. One
corresponds to Taylor-Gortler instability and requires a disturbance periodic in
the axial direction. The other corresponds to Kelvin-Helmholtz instability and
requires a disturbance periodic in the tangential direction. The third or
Rayleigh-Taylor instability will appear as a bridge between these two inital ana-
lyses.

After this introduction, we choose the basic flow as essentially a circular
Couette flow having fluid rather than solid walls. In particular, this basic flow is
steady, two-dimensional, and axisymmetric;

2=0 (2.2.1)
7 =9(r) (2.2.2)
w=0 (2.2.3)

where the overbar can be understood as denoting a temporal mean value, in
anticipation of the later application to turbulent flow. If the density is not con-

stant, the mean value is also assumed to depend only on radius;

B=p(r) (2.2.4)
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I _ The radial and tangential momentum equations reduce to
: ap .2
Y dr - (2.2.5)
. and
! d 1 d0 o) _
: respectively. The mean vorticity has only a tangential component;
i!
i
=0 (2.2.7)

I . _ =0 (2.2.8)
- _ 1 d(r9)
' [ S s (2.2.9)
For classical circular Couette flow, which is precisely described by Egs.
N (2.2.5)-(2.2.9), the integral of Eq. (2.2.8) is often written
]

v=ar+ L2 (2.2.10)

] where A and P are constants determined by the no-slip condition at the two

2

" cylindrical walls. The vorticity ¢ = drosrdr is

1
] |
. ]
| L
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¢=24 (2.2.11)
and the angular velocity & =04 is
- B
B=A+ F (2212)

The approximation adopted here is that the shear layer is equivalent to a

Couette flow except that there is irrotational flow on both sides of the shear

layer, with
7= —E”, B (2.2.13)
r'r

Now let small disturbances be superposed on the mean flow defined by Eq.
(2.2.10), thus

u=u (2.2.14)
v=0(r)+v (2.2.15)
w=w (2.2.16)
p=plr)+p (2.2.17)
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. _ p=plr) +p (2.2.18)
=L BN, (2.2.19)
n=2_% .y (2.2.20)
¢=?+i_8:' _i_%uo'_gpg- (2.2.21)

o Linearize the equations of motion, and subtract the terms representing the

n : . mean flow. The result is, for continuity;

Loru) 1 v 08 _
e S TR 0 (2.2.22)

% 98P .., % U v % .
B “‘dr“‘ar*rao*rae“‘" 32 0 (2.2.23)

for momentum;

' ' 2 )

LM _ 2
- 220 2 = 2 v 2 (2.2.24)
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Wo E_Q(’ﬂ ﬂ—w]--l_ § 1__1L Z—Wl
Plar*+ "o "7 00" r%”‘[vz” = e 7 (2.2.25)
B %ﬂt" z 3@ _-L,. uv (2.2.28)
. and for vorticity;
_g_ ey ep _ & _2 0| _ udp 8T
rEL] p‘a:“‘[v‘ = ra?e‘] p oz or (2227)
' v ' v 1 |3p d ' 1 d ap'
e 25 e et 2221
on 20 wldp, 8],
+p[v=n r3+;’_5§_]+p[¢#+-0€-}vzu (2.2.28)
& ., 92, 00| jsew . 19 &
[ tu +r35-] p¢8¢ [r aa[ r%&%]'”‘vz(
]
- - 1
‘ -4 )ds - % d 1 df a
p[d l-”vzu raa—]*p&b’}‘ﬁ'*“;—r dr[rd'(a.z.zs) l—j
|
where )
]
1
L
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2o - O 105 1 % . B
Vs et r et T T ot (2.2.30)
and

o Low o

¢ = e o (2.2.31)
! = g‘.'__ Qg.

1= (2.2.32)

L) 1w
¢ = 5 — (2.2.33)

The linearization assumes v' << ¥ and p' << Ap, because the two variables ¥
and ff are specified by equations of lower order. However, there is no informa-
tion available about the density, and the linearization therefore does not yet
assume p' << AP in Eqs. (2.2.23), (2.2.28), and (2.2.29).

Eqs. (2.2.22)-(2.2.33) will be specialized for individual problems and will be

used repeatedly in the rest of our discussions.

2.3. The Algebraic Model

We will now argue that it is possible to gain some useful physical insight into
the mechanics of the motion in the shear layer without undertaking a solution
of the formidable equations just derived. The argument is an extension of a
method developed by Coles (1987) for the case of circular Couette flow.
Specifically, the objective is to replace the differential equations by algebraic

equations which are in sormne sense equivalent. This process might be referred
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to, somewhat facetiously, as '"‘D/A conversion.” For the most part, the equations
should be read almost like Fortran statements; i.e., the meuning of the symbol
“=" is essentially that the quantity on the left can be replaced by the quantity
on the right. The method is considerably more than dimensional analysis,
because it succeeds in establishing interactions between various dimensioniess
parameters by retaining the main physical content of the equations. At the
same time, the method is considerably less than a formulation of an eigenvalue
problem. The results obtained are useful mainly as formulas for interpolation
and extrapolation. Because the method is heuristic, it has to be used with care.
In particular, the derivation is not unique. There is some ambiguity in signs,
and an occasional empirical constant is needed to obtain a plausible result. A
slow beginning and considerable practice with the method are in order, and
different aspects of the method wili therefore be approached in order of increas-

ing difficulty. Various rules of the game will be established as they are required.

2.4. Taylor-Girtler Instabilty; Constant Density
We first consider the neutral stability of a curved axisymmetric mixing layer

subjected to axisymmetric disturbances. Thus -:7= 0 for both the mean flow

and the perturbations. The secondary motion is expected to consist of stream-
wise vortices which are periodic in the axial or z direction. Each vortex is

approximately square in cross section. The condition of neutral stability will be

imposed by assuming steady flow, ﬁ—-: 0.

To illustrate the method, we begin with the case of constant density. There
are six dependent variables; u', v', w', p', ¢, . However, the pressure can be
bypassed, so that five equations suffice for the argument. They are the con-
tinuity equation,

-
|

_'-.-1 e s a4

.

L




AR A S RSO R R L e R T T A T L T T e
o
N
X z‘
f -30- :
" .
v L uw, w _ »
reuh et 0 (2.4.1) g '
i
the tangential momentum equation, which does not contain the pressure; ;—-—-‘
-, v L
b =u[v'v -;5-] (2.4.2) o
L
1 the tangential vorticity equation; -
3 aple Wz -1 o
i P’“-ﬁ[t d,.*-(’aT] +u[v=n i’;—] (2.4.3) i____
and the two definitions
. oy
¢ = 2% (2.4.4) -_-.,: B
o ow .
"= %z " Tor (2.4.5) L.__,‘A —
Before any approximations or substitutions are made, it is convenient to L
revise Eq. (2.4.3) by noting that -
e B ] o OV .
ot —sle o715 = -0 2 @249 »
Half of the term on the right-hand side of (2.4.8) originates in rotation of the
unit vectors, and half originates in the vorticity-tilting term. :
e __
L
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Consider the continuity equation (2.4.1). Let ' and w' be replaced by velo-
city scales U and W, respectively, which are taken to be positive constants
and which play somewhat the same role as eigenfunctions. In a similar spirit, let
derivatives like 3/8r, 3/8r? be replaced by 1/ and 1/L2 as required, and let
derivatives like 88z, 3®/02% be replaced by 1A and 1A% Finally, assume for
simplicity that the curvature of the flow is small enough so that terms in 14
or 1#% can be neglected except in the zero-order terms which determine the
basic flow. When signs are taken into account, the continuity equation is con-

verted to

(2.4.7)

b~|q
n
>|q

The radial and axial scales L and A are probably best visualized as charac-
teristic radii of curvature for the profiles in question. If the circular-Couette-
flow model is taken seriously, these two scales in the r and 2z directions
should be very nearly equal. They will eventually be determined by comparison
with more rigorous analyses where these are available. For the present, we
assume only that the scales L and A are proportional to the corresponding
physical scales (d or 4, say, in the case of L; A2, say, in the case of A), with
the same constant of proportionality. Hence Eq. (2.4.7) provides one relation-

ship between the velocity scales U and ¥.

We propose to model the Laplace operator V2 in Eqs. (2.4.2) and (2.4.3)
using two positive constants, a and b, in an effort to provide enough flexibility
to cope with the different effects of free or solid boundaries on the profile curva-
ture (see Eqs. (2.4.15) and (2.4.20) below);

.4
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_a d _ 1 L®
ve= F+ A_'- L—a-[a +b Al (2.4.8)

We now stipulate, as an implicit rule of the algebraic method, that an effective
coeflicient of unity should appear before each term representing a particular
physical process, unless a different coefficient appears in the differential equa-
tions. When this rule is applied by requiring the expression (2.4.8) to reduce to
theform V2=1/% when LA =1, it follows that

a+d=1 (2.4.9)

It we somewhat arbitrarily associate constants like a and b with the process
of differentiation rather than with the variable being differentiated, the
definitions (2.4.4) and (2.4.5) are modeled by equations which call attention to
the problem of ambiguity in sign;

/ £= 2 (2.4.10)

(2.4.11)

Note that the curl operator was applied once as curl u in generating Eq. (2.4.5)
and thus Eq. (2.4.11). On the other hand, the Laplace operator in Eq. (2.4.8)
began life as the vector operator div def u, or equivalently - curl curl u. Prob-
ably because the scales L and A are automatically raised to the proper
powers, it seems to be sufficient to use the same constants a and & in both

cases.
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. : The two dynamical equations (2.4.2) and (2.4.3) now become ’ {
_wv .1t 13
. RU = %-[u +0 A—,‘ (2.4.12) G
- -'_ <
. " 4
= o
: and
. 2} L
_ -2mv=pLi,2—,[¢ +b ﬁ (2.4.13) Vo
." .
h These are hybrid equations. The quantities @ and ¢ are still formally func- :
tions of » and will eventually have to be replaced by equivalent global con- . ]
T
stants characterizing the whole layer. Even without this replacement, the last S
two equations (2.4.12) and (2.4.13) become in some sense an algebraic abstrac-
tion of the eigenvalue problem. They are homogeneous in U and V, and the L. —
determinant must vanish if a meaningful solution is to exist. That is, S
Y. Al AL s
The combination of variables on the left in Eq. (2.4.14) is one form of the Tay-
lor number. Rayleigh's inviscid criterion, that the product ©¢ (or the deriva- i '
tive d(r20%)Ar) must be negative for instability, is replaced by the criterion K
that the product &¢ must be more negative than a specified constant which 1;
depends on viscosity, scale, and cell geometry. The expression (2.4.14), with ’
LA =1, was originally used by Coles (1967) to show that the effect of geometry
can be suppressed for circular Couette flow; i.e., that the two main portions of :
the stability boundary can be expressed each as a function of two dimensionless e
variabies rather than the usual three. L
-
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Circular Couette flow is normally characterized by solid walls, or hard boun-
daries, at which a no-slip boundary condition is applied. For rotation in the
same direction, which is the case of interest here, the minimum critical Taylor
number is known to occur for essentially square cells; i.e.. for LA =1. In order
for the right-hand side of Eq. (2.4.14) to have its minimum when LA =1, it is

necessary that

a~2b=0 (2.4.15)

It follows, in view of Eq. (2.4.9), that a =2/ and b = 1,/3. Thus, finally,

(2.4.18)

It remains to determine how well this expression represents the effects of cell
geometry on the stability boundary. Chandrasekhar (1961, p. 303) recommends

a narrow-gap approximation which can be written in the present notation as

- Ee;:%?ﬂ.g [_] " [1 ' —! (2.4.17)

A 1 +cosh |7 A

\ 3

1_
L® L . L
ﬂ‘[li-Aa "A + sinh L"IT]]

where ¢ =24, as in Eq. (2.2.12), with A < 0, and where & = (w, + w)2. The A

gap is d =7, — 7. When we require the minimum critical Taylor numbers to
coincide in Eqs. (2.4.16) and (2.4.17), we find that L




1715[ =1 or §-=2 %—: 0.155 (2.4.18)

where A is the axial wave length.

Equations (2.4.18) and (2.4.17) are both of the form

24 n d*
Ta =~ 7 [:’"+ ”‘] =fn [i—d] (.4.19)

The two versions are compared in Fig. 2.1. The agreement is exceilent (within
about one percent) for 2d/A from zero to about unity, but deteriorates for
large values of 2d/, where the asymptotic behavior is correct but the
coefficient of the leading term according to the present model is about 20 per-

cent too small.

A better approximation to a shear layer would be circular Couette flow with
soft boundaries, at which a stress-free boundary condition is applied. This prob-
lem has apparently not been considered in the literature. However, an analo-
gous problem is Benard convection with two free boundaries. For this case the
cells are known to be rectangular at the minimum critical Rayleigh number,
with 2dA = 1AMZ2 (Chandrasekhar, 1961, p. 36). If the right-hand side of Eq.
(2.4.14) is required to have its minimum for LA = 1AZ, it is necessary that

a-b=0 (2.4.20)

so that for thiscase a =b =12 and
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574 2 2)?
- ?E%’g(['_g ;_2_3[1 + ﬁa (2.4.21)

In the present notation, Chandrasekhar’s exact expression is

- 4 3
- QE%(Q.: "4[%] 2—:[1 + f‘\—:-] (2.4.22)

Comparison of the last two equations shows that

4
am[%] =1 or ﬁ—:a ﬁ—:o.ms (2.4.23)

The final result in both cases is the same;

RA PPlw, + wyld* 3
g = - [“' ] = %'.’_{1 + %a—] (2.4.2¢)

That the present estimate is exact is not entirely an accident. It helps to know
the right answer. The form of the exact result was anticipated in choosing the
signs in Eq. (2.4.11), although the signs are also consistent with solid-body rota-
tion. The result was also anticipated when the same coeflicients a and b were

used in Eq. (2.4.8) and in Eq. (2.4.11).

Equation (2.4.24) is included in Fig. 2.1. The effect of the soft boundary con-
dition is felt in the reduction in the critical Taylor number and also in the relax-
ation of the radii of curvature LAd and AM when 8u/®r is not required to
vanish at the boundaries.
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2.5. Taylor-Gértler Instability; Different Densities
We now attempt the case of variable density. The pressure p' and density o'
become variables, and seven equations are needed for the quantities

u,.v,w,p,p. £ 7. With curvature terms omitted, six of these are continuity:

o e -0 (25.1)
v Frw Grew o (25.2)
tangential momentum:
PO =u N (2.5.3)
and tangential vorticity:
pofte il e u(e.

+p[v'-q'-'§-]+§-[%+%%']vw (2.5.4)

together with the two definitions (2.4.4) and (2.4.5) as before. Once again, the

pressure can be bypassed, because the axial momentum equation,

== %.”_+ v 2 (2.5.5)
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immediately permits cancellation of the combination ]

ild ! ! ,
Lo g eeuon]

in Eq. (2.5.4), which becomes

- & _1 % d5 '
| el = dr+y.V21} (2.5.8)

The various steps taken to obtain Eq. (2.4.14) may now be repeated to obtain

4 _ 3 . 2 2\
_z:"_za(+ A?'p{z‘%%‘]=%e—[“ +0 }"Tz-] (2.5.7)

There is one new baroclinic term which has so far not been processed. To bring
this term under control, we first replace dpAlr by pU:A according to Eq.
(2.2.5). The derivative 8p'/8z can be estimated with the aid of Eq. (2.5.2),

' which implies that derivatives of mean and fluctuating densities are of the same
order;
; 4 -y % _y % o A%
; /4 = /) or 4 9% U 1 32 (2.5.8) L
Hence
i 3 L
s - H g 2 2 _
-&325(1- Lo d =A—a+b Lz (2.5.9) R
) L
L
. .
|
! L__1
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We now require our analysis to include Synge's generalization (1933; see also

Tea S 3 S s

the argument in Section 1 above) for variable density of Rayleigh's inviscid cri-
terion d(r20%)Air = 0; namely,

) ) ) P Ay /-1
= [pr"ﬂ]-pr [zm;wp’_ Erl]-o (2.5.10)
I The corresponding inviscid limit of Eq. (2.5.9) is obtained by setting the quantity

in parentheses on the left-hand side equal to zero. For Synge's criterion to be

recovered, it is necessary to put

= -
I v={L (2.5.11)

where it is understood that ¢ (and 7 below) should eventually be replaced by a
i : suitable mean value for the layer. This relationship essentially defines V. The
other two velocities are also defined, because from Eq. (2.4.12)

3 2

i U= ﬁ‘—[a +b 2—,] (2.5.12)

: and from Eq. (2.4.7) 'j o
R P
g 2

. W= piz-ﬁ— a+b f(, (2.5.13) o]
B (N

The fact that the last three equations emerge from the analysis only when the
density is allowed to vary is a consequence of the inhomogeneity of the more

general system. ' ]

r
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At this point the stability criterion, with part of the radial dependence not yet

e ~
DA T

removed, is

2 2
_L[zg ¢+ 2R ;rz-] 22 {a +b II\‘ (2.5.14)

. where R is a mean radius. This expression (2.5.14) can be interpreted as a
! relationship between frequencies or times. The prefix 52L4/u® is the square of a
diffusion time. The quantities © and ¢ are rotation rates. The quantity
: (v pR) dpAir is the square of a Brunt-Vaisila frequency, with the variable
body force per unit mass dp pdr = 7 playing the role normally played by the
gravitational acceleration g.

Finally, we note that a positive radial density gradient dpAdr > 0 is stabiliz-
ing, because it moves the stability boundary to higher (absolute) magnitudes tor
® and/or ¢ other things being equal. A negative radial density gradient can
destabilize a flow (for example, irrotational flow) which would be stable for con-
stant density. These observations will be important in the interpretation of the

experimental data of the present research in Section 8.

2.8. Kelvin-Heimbholtz Instability. Constant Density

Consider next the Kelvin-Helmholtz instability, for which the secondary
motion is periodic in the 6 direction and two-dimensional (w =0, /82 = 0).
For the case of constant density, the dependent variables are u'. v, p'.¢, and
the four equations required, with curvature terms omitted, are

o W
ot =0 (2.8.1)




. ? [O;’T'+?'u' +7 :‘; . %’-+pv=u' (2.6.2)
p [%‘:“‘ u .g-r?-w g-] =uv (2.6.3)
¢= %- g“T' (2.6.4)

where dz is written for r d6. Note that the term in d{Ar is retained in Eq.
(2.6.3), in spite of the fact that the derivative vanishes for the basic profile
(2.2.10). The reason is that this is the term which incorporates the extreme sen-
sitivity of the flow to the presence of an inflection point in the mean proﬂle.

The secondary motion., and the methods used to describe it, are quite
different from the ones of the previous section. We anticipate a long, thin cat’s-
eye pattern, periodic in the @ - or z-direction and stationary in a coordinate
system translating with the phase velocity c¢. The nonsteady terms are disposed
of by observing that any function ¢, say., which depends on the composite argu-
ment (z —ct) satisfies 3p/Bt + c 39Oz = 0. Hence

%%HI %%: (T ~c) %;; (2.8.5)

In the continuity equation, the derivatives 9/86r and 8/z are not expected to

have the same scale, and are again represented by 1/L and 1/, respectively,
as in the case of the Taylor-Gértier problem. The pressure perturbation can be

left unattended in Eq. (2.6.2). We represent the continuity equation by
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h v_Vv »
. =3 (2.6.8) -
't Lo
P but we choose to use different constants in the Laplacian and in the axial vorti- -.————-
,'-; city: s
g e. A, B _ 1], oL . o
5 v F—+ A? L—z{A B F‘] (2.8.7) L
»
- and
k ¢= a_V_+ ey . UA a+bd L (2.6.8) '
: L N I? A% 8. =
: - with no constraint on a, b, 4, B for the present except that these quantities i' :
are all positive. There is obtained E
df . U@—c) 2] uA L? L? -
pUdr+ 2 ‘”'bA‘ ke a+bA2 A+BAz (2.6.9) N
L
This equation is intended to characterizes the Kelvin-Helmholtz instability A :
without second-order curvature effects, although these could be included with a !w
little more effort. The two quantities d¢{Mdr and (¥ —c) have to be disposed
of. The first can be treated normally, say by putting
| 4t _ o0 L
. dr _ [? (2.8.10) g
."‘ where AU = (U, —¥;). The quantity (¥ —c) is antisymmetric about the o
b L
SRR Rk X ) x .
A uih =




midplane; it is measured by (7, —c) on one side and by (¢ —%;) on the other.
An estimate will be made in Section 7 of the celerity ¢, showing how this quan-

tity depends on density ratio. In the meantime, (¥ —c) should be well enough
measured by its arithmetic mean, (7, —9,)/2, and we therefore put

g-c=-52 (2.6.11)

The sign in Eq. (2.8.11) is chosen to be negative, in anticipation of the fact that
the left-hand side of Eq. (2.6.9) must vanish when u=0. At this stage, Eq.
(2.6.9) has become

[
EA‘:?__L [[1_%]_.2_£—:]= -%-[a +b :—:][A +B [I;: (2.6.12)

There are several constants to be accounted for; a,b, 4, B, L. One well-
established property of the neutral stability curve, at least for a mean profile
given by a hyperbolic-tangent function, is that the flow is stable if

a=m ==w > 1 (2.6.13)

when § is defined as the maximum-siope thickness (because the cells are not
counter-rotating, there is no factor of two). We want our algebraic model to
reproduce the asymptotic form of the stability boundary near the upper branch
(Drazin and Reid 1981, especially Fig. 4.28 and Prob. 4.13); i.e.,

e A

Re (1l -a) =8n (2.8.14)

iA A A v A e A e s om - mesa. o mlaefairac i taea. -




Note that the Reynolds number Re = pAU6/ used here is larger by a factor of
four than the Reynolds number used by Drazin and Reid. Let Eq. {(2.6.12) be

o oo
-]

rewritten as

The left-hand side will reduce to the form Re (1 - a) provided that
k ,.1[2;“ =1 (2.6.18)
. and the right-hand side (with a=1) will then reduce to the constant 8m pro-
vided that
[ra+d

It remains to consider the existence of a minimum critical Reynoids number

.....

D, and the vaiue of the wave number a for which it occurs. For the temporal L
‘:'.' problem, with a hyperbolic-tangent profile, Betchov and Szewczyk (1863) found a .—‘]
‘ neutral boundary passing through the origin. Thus there was no finite minimum . ’
E critical Reynolds number and no lower branch. Lessen and Ko (1968) used the L___1
E;', Blasius profile and found a minimum Reynolds number of 9.1 (i.e., 3.6/.395 when -
the thickness 6 is rescaled to put the asymptote for the upper branch at .
. a=1) at a wave number of about 0.13 (i.e., 0.05/.395). The analytical evidence :
t is therefore unclear at this stage of the argument. '-——
3 o
F -
po T L T N
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We need some estimates. Suppose that we require a balance between the two
terms in Eq. (2.8.8) which contribute to the vorticity by assuming a =b. asin
the case of the Taylor-Gortler flow with free boundaries. It then follows from Eq.
(2.6.16) that

= — (2.6.18)

and from Egs. (2.8.15) and (2.8.17) that

_16n(n? + o®)(n%4 + Ba®)
(M +1)("A+B)a(l -ad)

Re = (2.6.19)

This expression has only one disposable constant, the ratio B/4. It turns out to
be possible to choose this constant so that both the minimum critical Reynolds
number and the corresponding wave number agree well with the results in Fig. 3

of Lessen and Ko (1968). The condition for a minimum is

[ s+ |
= B == = (2.6.20)

8.
A

If we estimate a =18 (i.e., close to 0.13), then B/A is nearly 64n2>> 1, and
Re from Eq. (2.6.19) is about 4. These values for a and Re are satisfactory.
As the last condition to be imposed, we choose the same one used to measure

the magnitude of the Laplacian for the Taylor-Gértler problem; namely,

A+B=1 (2.6.21)

Given that B is nearly unity, and much larger than n®4, Eq. (2.6.17) becomes

- e




.........

approximately L/ = 14b = (m® + 1)8n%, or about 1/8. This value is also satis-
factory.

After some experimentation, the values a=0.087, B/4 =1008, Re=9.0,
A=0001, B=0998 and L/ =0.139 have been used to construct the stabil-
ity boundary which is compared in Fig. 2.2 with the boundary proposed by
Lessen and Ko. The fit is at least amiable, in view of the difficulty of the prob-

lem.

The results just obtained need some discussion. The enormous discrepancy
between the constants 4 and 5 seems at first to be against nature, especially
since the algebraic representation for the laplace operator in Eq. (2.8.7)
reduces in the limit A -+ 0 to the form 8%¢/8z2 rather than the form 8¢ 8y?
which would emerge from a boundary-layer approximation. Note that the for-
mula obtained from Eq. (2.6.19) with 4 =0; namely,

_ 18mra (2 + a®)
Re = o) (2.6.22)

requires the curve Re (a) to pass through the origin. The lower branch is lost,
as in the calculations by Betchov and Szewczyk (1963). Their results are com-
pared in Fig. 2.2 with the curve defined by Eq. (2.8.22); note that the latter equa-
tion, unlike Eq. (2.6.19), has no adjustable constants.

The relative magnitude of the terms 8°¢'#8z% and 8°¢'By? is not discussed
by any of the authors whose stability calculations have been cited. However,
this question can be studied in terms of Stuart's closed-form expression (1967)
for an inviscid motion of the type considered here. Stuart's stream function for

perturbations of small amplitude is of the form
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_ COSZ
= osh v v (2.8.23)

b so that -,—-—-:-;
: %‘;-: cos z [::;?1: Y (2.8.24) .

#e _ 2 - 9 sinh®y + sinh*
oyt = o0 [ -—?lcosh, ” —"—] (2.8.25)

Our algebraic approach deals with characteristic values for the whole layer,

values perhaps best visualized as integrals from ¥y =0 to y = =, say. Because
8¢y vanishes at inflnity and also at ¥ =0 for the asymmetric tanh profile, "
the integral of 8%¢®y? is zero, whereas the integral of 3%¢#8z? is nA. We -
believe that this observation explains why Betchov and Szewczyk, working with q

the hyperbolic-tangent profile, found no lower branch (4 # 0), whereas Lessen S
and Ko, working with the not-quite-asymmetric Blasius profile, did find a lower L——'j
branch and a minimum critical Reynolds number (A=0 but A << B ). This ]
behavior suggests a singular-perturbation problem. There is a non-uniform vali- ?
dity of the neutral boundary for long waves or small a. The lower branch is a '.._....:
boundary layer, and is lost when one of the highest-order terms in the equations

ceases to play a role. It is because of the exquisite sensitivity of the minimum o
critical Reynolds number to the departure of the basic profile from perfect anti- L__
symmetry that we have chosen to emphasize wave number rather than Reynolds
number in our fit to the analytic results obtained by Lessen and Ko.
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2.7. Kelvin-Helmholts Instability; Different Densities '

The last and most difficult element of the algebraic method is inclusion of the ‘-'3.’

effects of a density difference in the neutral-stability condition (2.6.19) for the

Kelvin-Helmholtz problem. The new variable is o', making five dependent vari- '--——]

o

ables in all. The new equation is the linearized continuity equation, Eq. (2.2.23), S
which is most conveniently written as

' [-‘}’}+ %%1] + (7 -¢c) 9£-'-= 0 (2.7.1)

The linearized equations (2.8.1), (2.6.2), and (2.6.4) are unchanged, but the
spanwise vorticity equation (2.6.3) becomes much more complicated. With cur-
vature terms omitted, this equation is

p[u’ %5—4»(0 -c) %g-lz-“vl(-_%_%%_%.

+ %—[%-pv‘v'] [%+ %e-] + ‘;—[%%’,?-4- I3 %’% (2.7.2)

The transformation to moving coordinates according to Eq. (2.6.5) has already 0
been carried out. When various variables are replaced by constants according to
Eqs. (2.6.6)-(2.6.11), but no other steps are taken, Eq. (2.6.12) becomes

pooL [ _a) b 2] Al ., L2 2] _ 10 o dp (-
. [1 ?] ZFI‘L"”A’ AvB il - e
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The pressure perturbation 3p' Az in the third term on the right-hand side of
this equation can be eliminated with the aid of Eqs. (2.6.2) and especially (2.6.8).
¥With an appropriate choice of sign,

%’-- uV% = é—L"ZA—*’- (2.7.4)

Note that this term represents a vorticity source which is partly baroclinic and
partly exoclinic, according to Eq. (2.1.5).

The baroclinic density perturbation dp'#8z (n the second term can be elim-
inated with the aid of Eq. {2.7.1). With an appropriate choice of sign and with a
disposable constant k inserted to allow adjustment of the gradient Richardson
number toward the critical value Ri = 14, the relationship wanted is

8 _, U (245, 9%
L=k Aﬂ[dr+3%] (2.7.5)

The other constants of the problem have already been assigned specific
values, either in Eq. (2.6.18) or in the preparation of Fig. 2.2 for the case of con-
stant density.

Suppose now that the derivative 8'/#r in Egs. (2.7.3) and (2.7.5) is small
compared with 9pAlr. The rationalization proposed here is that each fluid is
confined mainly to one side of the layer in a cat’'s-eye pattern, rather than circu-
lating freely from one side of the layer to the other, as in the case of Taylor-

Gortler cells. In the event that the derivatives are actually of the same order,
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the rules of the algebraic method require them to be treated together and com-
bined into a single term.

Finally, it is necessary to account for the last term in Eq. (2.7.3). This viscous

term represents the remainder of the exoclinic vorticity source in Eq. (2.1.5). If

vy
(A

- the two contributions are of the same nature and the same order, it is sufficient
to keep only the first. After replacing 8p%r by (A/L)3 '@z and using Eq.
(2.7.5), our conclusion is that this term is of the same order as terms which

appear for the case of constant density and should not be neglected.

i At this stage, the left-hand side of the generalization of Eq. (2.6.12), with
i PU/R substituted for dpslr and (temporarily) dUMr substituted for AG/L,
: has become

M[[l-g]_b_z_-,,_v_’m_l_y_- 1_51]
u- 2 2 A® (dodr) 5 &r 2 3

or, after muitiplying through by 242 - a) = #® + 1,

%ﬂ—l‘—l-—a’+k(rr’+1)m-§i§—u——é—]

A
P

where

- PR __1dp _ __N__
B = Gonry 5 a0 " [@mry (2.7.6)

is the Richardson number and N is the Brunt-Viisdlad frequency. The sign is
opposite to the one normally found because the body force here is in the direc-

tion of increasing = rather than decreasing r.

W
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For large Reynolds numbers, the upper branch of the neutral stability boun-
dary has an asymptote which can be obtained from

Y4 e e .
[EPSTAVAEN PP
.

oo

; =1 —k(n?+ )R -1%)-#?— (2.2.7)

g It the last term is ignored for the moment, as in most dicussions of the for-
i mal eigenvalue problem, the constant k& is determined by the condition that an
inviscid flow is unconditionally stable if Ri > 14 (e.g.. Drazin and Reid 1981, p.
327). Hence we put

k= —2 (2.7.8)

We have, finally, for the heterogeneous flow

-

161 [(n2 + o®) (n2 A +Baz)-2ﬂza“%
Re-

- (2.7.9)
(% +1) (P4 + B) a[l - a® — 4R - ﬂ'%l)-épé-]

(need to discuss static case of Rayleigh-Taylor instability)

This result can be compared approximately with exact calculations by
Maslowe and Thompson (1971). These authors derived their density distribution
from a temperature distribution, and their calculations are for Pr =0.72 (our
formulation corresponds to Pr = =), Moreover, a Boussinesq approximation

was made, with density variations being neglected except in the gravity term
which generates the Richardson number; i.e., the term in %—% in our Eq.

(2.7.3). For compatibility, the two terms in A5/ should be dropped from Eq.

................................
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(2.7.9). Finally, the parameter J, of Maslowe and Thompson is the maximum
value of the local Richardson number, but is presumably equivalent here to a

value based on the maximum slope of the velocity and density distributions.

With these reservations, neutral curves have been calculated for various
Richardson numbers. They are compared with the curves obtained by Maslowe
and Thompson in Figure 2.3. The agreement is only qualitatively acceptable,
given the difficulty with small wave numbers discussed above in connection with
Kelvin-Helmhoitz instability for the case of constant density. A serious problem
1s that Eq. (2.7.9) requires the lower branch to be asymptotic to the line a =0
as Re + =, independent of the value of Ri.

it et asul asn

L
.
1

e
]




1. Experimental Facility and Instrumentation

The experiments were conducted in the gas shear-layer facility designed by
Brown and Roshko (1971, 1974). Slight modifications were made to the nozzle
L. blocks and splitter plate in order to install the curved channel walls for this

experiment. The resulting configuration is shown in Fig. 3.1.

,:. Two gas streams from bottles are brought into the nozzles through pressure
E regulators, metering valves, settling chambers, and honeycombs and screens.
The two streams meet at the end of the splitter plate and there the mixing -

layers start to develop.

. Due to space limitations in the basic facility, the nozzle section used for this
experiment is non-symmetric. The splitter plate is curved for the first 10.8 cen-
timeters, as shown in Fig. 3.2. The downstream part of the splitter plate (9 cm
long) is straight until it meets the sharp trailing edge, which is 0.01 cm thick
and subtends an angie of 4 degrees. To permit photography in two directions,
two curved channel walls, with radii of curvature 27.9 and 33.0 cm, respectively,
are made from transparent lucite plates 0.25 cm thick. The two curved walls are

hinged to the nozzle blocks and the gap is sealed with plastic tape.

To keep effluent gases away from the light path during flow-visualization

experiments, curved aluminum guide vanes connect the curved walls to the exit

port of the channel. ¥With the splitter plate pointing at the center of the inlet,

L 0.1,

the curved test section is 5.08 cm high and 10.18 cm wide, with a mean radius of

\d

curvature of 30.5 cm. The channel is 23 cm long and turns 43 degrees.




B Al S B o aeatr B g T—— N R R ————— T LA ATt A e AR

-54 -

The curved lucite walls were made by a heat forming process. An oversized
flat lucite sheet (without backing paper) was clamped at the ends within a four-
roller fixture, as shown in Fig. 3.3. The correct radius of curvature was obtained
by adjusting the rollers, which applied a pure moment to the center part of the
plate. The whole assembly was then heated in an oven and held at a tempera-
ture of 93 ~ 96 °C for ten hours to release the stress within the lucite material.
The center part of the product obtained was optically and mechanically satisfac-

tory and was cut out f{or use.

Three bottled gases were used during this experiment. They are helium,
nitrogen, and a mixture of 87.2 percent argon and 32.8 percent helium by
volume. The first and second gases have a molar weight ratio of 6.999 and were
used for experiments with different densities. The second and third gases have a
molecular weight ratio of 1.008 and were used for experiments with equal densi-
ties. In both cases, the difference in index of refraction makes flow visualization
possible by shadowgraph or schlieren methods. During the experiments, the
test section is covered by two glass walls. The entire channel is then enclosed in
a tank and pressurized to four atmospheres by house air. The elevated pressure
provides high Reynolds numbers and enhances the difference in index of refrac-
tion which is exploited for flow-visualization purposes. Yisual access to the test
section is provided through two round glass windows 19 cm in diameter installed

in the tank wall.

The experimental study emphasizes flow visualization. Conventional shadow-
graph methods were employed in some of the experiments, using the arrange-
ment shown in Fig. 3.4. Space limitations prevented installing mirrors at 45
degrees on both sides of the curved channel, as was done by Konrad (1978) and
Bernal (1981). As a result, only one 45-degree mirror was used, and the plan

view was exposed on a separate sheet of negative flim inserted next to the
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curved channel. The experiments were carried out in absolute darkness and
were not very enjoyable. Several pictures obtained using this arrangement will
be presented in Section 5 below. The quality of the side-view pictures is good,

especially because of the short exposure obtained from a spark gap light source.

However, most of the plan-view pictures obtained using this arrangement are
poor. The close proximity of the plan-view negative fllm to the flow significantly
reduces the distance travelled by the light which has passed through the flow.
i Hence less shadowgraph effect is obtained.

An additional incentive for development of a new optical arrangement was the
: need to take motion pictures of the flow. It goes without saying that a movie
k carries much more information about the motion than a still picture. With the

arrangement showr ih Fig. 3.4, however, motion pictures are not possible.

A double-pass focussed shadowgraph system was thus developed, as shown in
Fig. 3.5. An image of a short-arc light source is placed at the focal point of the
test section. Two flat mirrors &re mounted inside the facility at the positions
where the negatives were located in the original set-up. These mirrors reflect

the incoming light so that it passes through the flow a second time and makes

conventional photography possible. The spherical mirror collects the returning

light and brings it to a focus. The flat mirrors are tilted slightly, by 0.15

degrees, so that the returning light is focused slightly away from the original 2
focal point. The separation of the two focal points allows a small flat mirror to
be inserted so that light is directed into the camera.
.
In contrast to ordinary photography. in which the object emits diffused light, ]
shadowgraph images are mostly formed by undeflected parallel light. It is R
necessary to position the camera lens as close to the small deflecting mirror as .
e __

possible, in order to cover the whole fleld of view with camera lenses

P T P ) N . . . Lt e - N . . - . .
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commercially available. However, the real image of the flow formed by the
spherical mirror is behind the camera. Camera lens mounts are not normally
designed for such an application, and cannot bring the image into focus without
some correction. In the present case the correction is provided by inserting a
negative lens (f = - 70 mm) in front of the camera lens (f = 26 mm). The focal
length of the camera lens is thus increased. In other words, the camera was

myopic, or near-sighted, until it was given the negative lens as a spectacle.

In the original shadowgraph method the negative film was placed against the
test-section windows, and the contrast was sometimes low if there was little vari-
ation in the gradient of index of refraction. In such circumstances the contrast
can be increased by placing the negative away from the test section, in order to
increase the displacement of the deflected light. The best location for the nega-
tive has to be determined by trial and error. In the present system the focal
plane of the camera lens is adjustable, and the contrast of the shadowgraph pic-
tures can be varied by placing the object plane at a suitable distance from the
test section. Tests were carried out for several of the curved mixing layers.
Depending on the flow, it appears that the best location for the object plane is
not on the test section window, but at a distance of 10 to 20 cm on the camera

gide of the window.

Flow conditions for our experiments are described by using the flow speed at
the nozzle exit as reference. Prior to each experiment, pitot-static tubes con-
nected to a pressure transducer (Datametrics Barocel, range 10 mm Hg) were
inserted into the test section to measure this reference speed. The mean-
velocity distributions across the nozzle exits were found to be uniform to within

one percent.

Detailed concentration profiles and dynamic-pressure profiles were also

measured for several of the flow cases studied. Gas aspiration probes used for
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the concentration measurements were made as shown in Fig. 3.6. The basic
design of this probe is similar to that of Brown and Rebollo (1972). A glass
micro-sampling pipet (Corning, 10 microliters) with an inside diameter of 0.4
mm is first pierced with a bright-hot tungsten wire to form a through hole nor-
mal to the axis of symmetry on the centerline. One end of the pipet is then
trimmed and fused, using a Bunsen burner, until the inner diameter shrinks to
about 0.05 mm and forms a small nozzle. The exterior of the nozzle end is then
ground to improve the slenderness ratio, and a piece of Wollaston wire (Pt-10%
Rh) is inserted into the through hole. After attaching conductors to both ends,
the Wollaston wire is etched by sucking nitric acid thorugh the nozzle with a
Venturi-tube aspirator to remove the silver coating. The etched wire in the con-
centration probe is 2.5 um in diameter. The response time of the probe is less
than 0.1 msec. Overall accuracy of the probe after static calibration is within

one percent.

The same Barocel pressure transducer and pit;t-static tube were used for
measurement of dynamic-pressure profiles. The variation of tunnel pressure
and flow temperature were monitored by a second pressure transducer
(Daystrom-Wiancko Model P2-1251, range 300 psig) and a thermocouple (copper-
constantan, 0.05 mm dia.). The Joule-Thompson effect caused the temperature
of the gases coming out of the high-pressure bottles to be generally different
from the bottle temperature. This temperature diflerence is especially
significant for the nitrogen used in our experiments. However, the pipelines and
reservoirs downstream from the pressure regulators provide a considerable
volume, in which the pressure is generally much lower than the bottle pressure.
Thermal masses associated with the pipelines also help to reduce the tempera-
ture departure. It was found that the temperature drop in nitrogen in our facil-
ity was less than 2°C if the running time at 4 atmospheres was shorter than 6

seconds and the mean flow speed was lower than 700 cm/sec. The temperature
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variation can cause errors in the concentration measurements through its
effect on the hot-wire inside the aspiration probe. The same is t™ue for tank
pressure variations. Fortunately, the tank pressure was quite constant, and
minor variations of 0.3 psi are not harmful to the concentration-probe measure-

ments.

The concentration probe, the pitot-static tube, and the thermocoupie were

mounted on a traversing mechanism during the profile measurements. The out-

puts of all the transducers were sampled by computer through an A/D con-
* verter. The computer also controlled the motion of the traversing mechanism,
so that sampling was done only when the probes were stationary at predeter-
% mined radial locations. During each run, 15 radial stations were traversed. At
‘ each station, 4096 data words were obtained for the concentration signal and

for the dynamic-pressure signal at a sampling rate of 33.3 kHz per channel, with

the two signals multiplexed. Together with 18 flow-temperature and 16 tank-
pressure measurements interleaved with the high-speed data records, the whole
experiment ran no longer than 5.75 seconds. The information obtained was
stored on magnetic tape atter the flow was turned off by the computer. The
profiles of mean concentration and dynamic pressure reported in Section 8 were

calculated from these data.
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- IV. Organization of the Experiment

A two-dimensional curved turbulent mixing layer can be described by three
independent parameters. These are the ratio of inlet speeds, U,/U;, the ratio of

densities, p,/, and the geometric factor /R, where b is the half-height of

the channel and R is the mean radius of curvature, as shown in the sketch at
the beginning of Section 1. For consistency with the existing literature, the
notation used in the remainder of this thesis is different from the notation used
in Section 2 above. We will denote the streamwise (tangential) coordinate by z

and the normal (radial) coordinate by y. The z-component of velocity will be'ﬂ

Ty 'T AT
a P LR X N

represented by U or u, and the y-component of velocityby V or v.

End effects might be minimized by making the channel long enough so that
the mixing layers do not leave the channel until the two streams are well mixed.
However, due to large variation in flow parameters for the various mixing layers
studied here, together with the limitation of space in the existing facility, this
requirement cannot be satisfled for some flows in which the mixing layers grow
too slowly. For this reason, none of the flow-visualization and profile measure-
ments of the present experiments covered more than the first 80 percent of the

flow fleld.

If viscosity is neglected, any mean flow property W can be represented by

the functional relationship

Bo b} (4.0.1)
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The available speed ratios are limited primarily by the flow capacity of the tun- o

nel at high speed and by unsteadiness of the downstream pressure-regulator

-
v

valve at low speed. As a result, the range of speed ratios achievable is roughly
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) from 1/4 to 4. Three gases were used and gave three possible density ratios: 7,
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1, and 1/7. Except for one special sequence of measurements, described in Sec-

tion 7.1, b/R was fixed throughout the experiment at the vaiue 1/12.
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The flow conditions can therefore be represented on a two-dimensional plane

with [%:—] as horizontal axis and [%’-] as vertical axis, as shown in Fig. 4.1. L ‘j
Capital letters are used as symbols to indicate the flow conditions selected for : o 1‘
this study. The flow conditions for these experiments are also listed in Table 1. o]
All of the experiments were carried out at 4 atmospheres. Pairs like B and B l* i
are flows having the same speed and density combinations. The dashed line in
Fig. 4.1 corresponds to the condition psU? = p, U? . Flows for which high-speed ____‘
movies were taken are denoted by enclosing the flow symbol in a circle. Flows L‘“""
for which proflles of mean velocity and mean concentration are available are
denoted by enclosing the flow symbol in a square. e w
The flow Réjyriclds tiuthnbar depends on the Auid Ritetnatic viscosdity and a L—’-
characteristic length scale, the thickness of the mixing layer. Neither of these
two quantities can be uniquely determined in the present case. For a general 7
mixing layer composed of two streams of different fluids, the kinematic viscosity L—--
is not a constant. The mixing-layer thickness, no matter how it is defined, grows | _:.
with downstream distance. Hence there is a certain arbitrariness in any esti- , &
mate of the Reynolds number. If the kinematic viscosity is taken to be the aver- .___
age of the kinematic viscosities for the two fluids, and the characteristic length
scale is taken to be the visual thickness of the mixing layer 10 cm downstream
of the splitter plate, the Reynolds numbers in this experiment covered the range l___
r
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............




-81-

LR
P '
oa .

1 x10%~ 7 x 10%. Figure 4.1 and Table 1 are central to the discussion of the

experiment and are referred to frequently in what follows.
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V. Visual Characteristics of Curved Mixing layers

High-speed movies at 2000 frames per second have been taken of several of
the flows cataloged in Fig. 4.1, using the double-pass focused shadowgraph sys-
tem developed for the curved mixing layer and described in Section 3. A high-
speed camera (Hycam model K2054E) with a 25-mm lens was employed for this
purpose. Some of the pictures presented in this thesis are individual frames
from these high-speed movies. The rest of the pictures were obtained using the
traditional shadowgraph method. The latter pictures contain more detail in the
side view of the flow, due to better resolution and shorter exposure. The nega-
tive size of these pictures is 12.7 x 17.8 cm, while the movie films are 1.6 cm
wide, with actual image size roughly 0.6 cm in diameter. A photographic mon-
tage of the various flows studied here is presented in Figs. 5.1(a)-5.1(i). These
flows will now be discussed systematically, with one parameter in the discussion

changing at a time.

5.1. Flows With Uniform Density

The simplest case has a density ratio equal to unity. A picture of a flow with a
velocity ratio also equal to unity is shown in Fig. 5.1(e) (middie). The inner
stream is nitrogen and the outer stream is a helium-argon mixture which has
the same density as nitrogen. Both streams are flowing at 400 cm/sec at 4
atmospheres. Except for slight departures from uniform velocity as a resuit of
variation in the potential flow external to the mixing layer, the only major dis-
turbance in the flow is the wake downstream from the splitter plate. According
to the high-speed movies, the two sides of this curved wake behave differently.

There seems to be more activity on the inner side of the layer. The outer side is

.....................
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less active, and the outer pattern seems to convect downstream with little

. change. The main role of the streamline curvature appears to be the introduc-
’ tion of instabilities of Taylor-Gértler type in the inner half of the mixing layer,
where the sense of the mean vorticity is opposite to the sense of the angular
*_ velocity.

.

i The problem is less trivial if the densities of the two streams are the same,
but the velocities are different. It is known for plane mixing layers that the
i structure is roughly anti-symmetrical if the density is constant; see, for exam-

ple, Konrad (1976). When the velocity difference is large enough, the wake of the
splitter plate becomes less important. and the principal source of instability is

the shear between the two streams. The Kelvin-Helmholtz instability associated
with the shear layer produces spanwise vortical structures which travel down- ..

stream.

For curved mixing layers with equal density, the flow pictures indicate the
persistence of the large two-dimensional vortices, provided that the outer
stream is faster. A photograph of flow J, with U,/U; = 1000/380, is shown in Fig.
5.1(h) (middle). A picture copied from one frame of the movie for this flow is
shown in Fig. 5.2, and a picture sequence is shown in Fig. 5.3. The two-
dimensional vortical structures are quite similar to the ones in the plane mixing
layer; cf. Fig. 5.4, taken from Konrad (1977). The faint horizontal lines in the
plan view correspond to the edges of the large structures. These lines are used
in Section 7 as references for determining the spacing and celerity of the struc-

tures.

These vortical structures appeai to be much less two-dimensional if the inner

stream is faster. Photographs of flow J. with U, /Uy = 38011000, are shown in Fig.
5.1(b) (middle) and Fig. 5.5. The difference between the vortical structures here
and in Fig. 5.2 is best seen in the side view. Several bridges (braids) can be seen
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lying parallel to each other in the right half of Fig. 5.5. This structure is com-
mon throughout the high-speed movies taken of this flow. The implied loss of
two-dimensionality might be associated with the mechanism described earlier
for the curved wake. In the present case, the vorticity and the angular velocity
are of opposite sense throughout the whole mixing layer, and the Taylor-Gortler
instability is probably responsible for the increase of three-dimensionality. The
three-dimensional boundary layers adjacent to the two side walls could also be
distorted by the curvature, and could contribute to the muitiple bridges seen in
the side view. However, the streamwise velocity in the boundary layer is smaller
than that in the free stream. Hence patterns due to side-wall boundary layers

would not be expected to be always moving along with the main structure, as is

the case in the movies of this flow.

A few adjacent frames from the movie for flow J are included in Fig. 5.8.
What is surprising is the profound influence of the curvature on the pairing
behavior of the vortices. It is known that the vortices undergo frequent pa'irmg
in straight mixing layers. Pairing is also noticeable in Fig. 5.3, which is copied
from the movie taken for flow J, in which Uy/U; = 1000/380. For the companion
flow J . with U,/U; = 380/1000, little if any evidence of pairing phenomena can be
found. The details of the growth process cannot be seen clearly from the

movies. It seems that the interaction of the large vortices is three-dimensional

and is much more complicated than the usual pairing process. The vortices lose
their identity gradually, by interacting with their neighbors in a three-
dimensional manner, and there is a smoother overall spreading of the mixing

region, as shown in the associated still picture, Fig. 5.1(b) (middle). .‘ e

...................................




5.2. Flows With Different Densities

For curved mixing layers between streams having different densities, effects
of centrifugal forces come from two basic causes. One is the difference in velo-
city. Taylor-Gortler instability can occur when the inner stream is faster than
the outer stream, even in the case of mixing layers with equal densities. The
other is the Rayleigh-Taylor instability, which can occur when the heavier gas is
on the inside. We begin with the simplest case of equal velocities and different

densities.

When the velocities are equal, we can simplify the problem by employing a
moving coordinate systemn attached to the mean flow. This coordinate system
rotates at constant angular velocity around the center of curvature of the chan-
nel, as shown in Fig. 5.7. In this moving coordinate system, the z-component of
the mean flow velocity is identically 2ero. The equations of motion of the flow

can be written, neglecting viscosity, as

[ Du -
p—ﬁt—+2ﬂ!<n+nx(nxx) =~V p (5.2.1)

where Q = || = U/R is the angular velocity of the moving coordinates, and X

is the position vector of the center of coordinates.

If we write down the z- and y-components of the momentum equation, we

have

p[D—"’- -20 v] =- %2 (5.2.2)




...........................

Dv -
| +20u +0% (R -y) --% (5.2.3)

On assuming small perturbations, we have

p %‘. =- g_ (5.2.4)
; P %:— s - %- -pQ2R (5.2.5)

These are the equations of motion in cartesian coordinates for a flow subject to
a radial body force (2R. The approximation is valid if the effect of the wake of
the splitter plate is small.

In the moving coordinates, the system is statically unstable if the heavy fluid
is on top of the light fluid; i.e., if the density gradient is opposite to the body
force. This situation is the origin of Rayleigh-Taylor instability. For curved mix-

ing layers in which the two streams have equal velocities, therefore, we can asso-

ciate the flow with an equivalent static system in a gravity field. If the heavy

fluid occupies the outer part of the channel, the system is stable. A picture for )
this case, flow U, is shown in Fig. 5.1(e) (top). Both streams are moving at 400 .> ' !
cm/sec, with nitrogen on the outside and helium on the tnside. !‘N
If the heavy fluid is on the inside, the companion mixing layer, g appears as
shown in Fig. 5.1(e) (bottom). Both streams are still at 400 cm/sec, but now .____
with nitrogen on the inside and helium on the outside. It is clear that Rayleigh- | .‘
Taylor instability plays a dominant role in this flow. It can be noticed from the -
picture that the mixing region grows smoothly, with the growth governed mostly Q___ :
B

..............................
...............................................
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by structures of small scale, rather than by the large vortical structures which
dominate the ordinary shear layer. Movies taken of this flow indicate that the

flow is quite steady, and there are few low-frequency fluctuations.

Even though no large-scale vortical structures are observed in this particular
flow, there still seem to be certain preferred structures having finer scales.
These fine-scale structures can best be seen in the plan view of Fig. 5.8. They
look more or less like the cells in a kind of cloud known as 'mamma’' (Scorer
1978). Movies taken of this flow suggest that these structures emerge from
roughly fixed locations on the splitter plate. Similar structures appear at about
the same time at all such locations. Both in the streamwise direction and in the
spanwise direction, these fine-scale structures appear to remain aligned with

each other as they move downstream.

According to the flow-visualization resuits, the ultimate effect of a large den-
sity difference is a different kind of structure from either large spanwise vor-
tices or large streamwise vortices. The basic mechanism for the fine structures
is probably Rayleigh-Taylor instability. It should be noted that when a stratified
shear flow is non-steady, local streamlines are in general curved and changing
with time. It is possible that Rayleigh-Taylor instability can then also occur in
those places where the curvature of the streamlines and the density gradient

have the right combination, as proposed by Konrad (1978).

We have discussed up to now the simple case of equal density and the simple
case of equal velocity. There are two ways to consider the general case of curved
mixing layers having both a density difference and a velocity difference. We may
either add density difference to the flow with pure shear, or add shear to the
flow with pure density difference.
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Since only three density ratios, 7, 1, or 1/7, were used in our experiments,
there are not enough results for presenting the effects of gradually increasing
density difference. We therefore follow the second strategy and consider the
general case by looking at flows with greater and greater velocity difference,

starting from the case of equal velocity.

It we begin with the case p,py = 1/7, i.e., inner stream heavier, and with
Uy,/U; = 1.0, and gradually increase the speed of the outer stream, the sequence
of flows is as shown in Fig. 5.1(e) (bottom) to Fig. 5.1(i) (bottom). The large
spanwise vortices become more and more pronounced. The three-dimensional
nature of these structures is best represented by Fig. 5.9. The streaks in the
streamwise direction in the plan view seem to have a preferred spacing. Experi-
ments carried out by Bernal (1981) on straight mixing layers in water have
shown that these streamwise structures in cross-section look like mushrooms.
Konrad (19768) argued that such streamwise vortices are caused by Taylor-
Gortler instability and are similar to Taylor vortices. Aryshev, Golovin, and
Ershin (1981) indicated that an instability of colliding streams can produce
streamwise vortices. Such a collision occurs near the internal stagnation points
of a shear layer according to Coles’s model (1981) discussed in Section 7 below,
In any event, the spacing of such streamwise structures has been measured for

most of our flows from the movies and is a main topic in Section 7.

In the side view of Fig. 5.9 it can be seen that the bridges between the vortices
are relatively thick when compared with the straight mixing layer in Fig. 5.10,
taken from Konrad (1978). The thickening of the bridges is associated with

enhanced three-dimensional motions. In Fig. 5.9 the pU? product is the same
for both streams. The flow should therefore be neutrally stable to streamwise
disturbances according to the Rayleigh-Synge criterion defined by Eq. (2.5.10).

The enhanced three-dimensionality cannot be explained by considering free-

..........................
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stream conditions alone, however. Because the local flow is nearly irrotational
in the vicinity of the bridges, the velocity distribution is essentially continuous,
but the density distribution is not. Hence locally we have an unstable interface

due to mean streamline curvature and density difference. The Rayleigh-Synge
stability criterion is violated, because %— (pu?) = u? %—f— < 0 when the heavier
gas is inside. The implied change in the characteristics of the flow can be prop-
erly accounted for only after a detailed study of the local behavior of the
unsteady flow.

U,
Suppose we increase the speed of the inner stream, so that the 70_ ratio
1

decreases gradually from 1 to i— but ‘;—'- is still -;— The sequence of events is
1

shown in Fig. 5.1(e) (bottom) to Fig. 5.1(a) (bottom). If we were anticipating

larger and larger vortical structures in the pictures, we would be disappointed.

The side views of the mixing layers show that the flow is dominated mostly by

three-dimensional small-scale structures, with the two-dimensional vortical

structures taking on diminishing importance.

The growth rate of these flows, measured from long-time-exposure pictures
described in Section 7.1 below, is shown in Fig. 7.5. The figure suggests that,
although the speed ratio has changed from 1 to roughly 1/4, the growth rate of
these mixing layers has changed only slightly. The presence of small structures
and the constancy of growth rate imply that the dominant role is probably

played by Rayleigh-Taylor instability.

As mentioned earlier in this section, the flow Z in Fig. 5.1(b) {bottom) can be
realized from the flow J in Fig. 5.1(b) (middle) by reducing the density of the
fluid in the outer stream. Since the large vortical structures in J exhibit

strong three-dimensionality, the same three-dimensionality ought to exist also
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in the flow 2, because there is no stabilizing mechanism to stop it. There are
at least three mechanisms causing instability in this latter flow F . These are
the Kelvin-Helmholtz instability, the Rayleigh-Taylor instability, and the Taylor-
Gortler instability. As expected, our flow pictures show that the interface

between the two streams becomes very complicated.

One difficult question is whether or not an unstable density distribution helps
to drive the flow in favor of Taylor-Gortler instability in such a way that helical
structures appear in each of the roll cells, which therefore resemble those exist-
ing between cylinders rotating in the same direction. Such a flow pattern can-
not be steady and azrisymmetric simultaneously, uniess the individual fluid
particles can change their properties - density, velocity, temperature, etc. - with
time periodically as they move around, so that these properties\are consistent
with the stationary properties of the fluid on the boundary. Such behavior is
possible in circular Couette flow, in which the speed of the fluid particles can be
changed bv viscosity. It is also possible in Bernard convection, in which the tem-
perature can be changed by heat transfer. When the density difference is not
due to change of temperature but to difference in species, no density balance
can be expected, because species are convected with the fluid. In turbulent
flows, molecular diffusion, like viscesity, is unimportant. The absence of a
mechanism which allows each species to affect the density of the other in a mix-

ing layer hence rules out steady axisymmetric flow as a possible solution.

Apart from this observation, there is no apparent reason why helical struc-
tures cannot exist in a mixing layer with the heavy fiuid on the inside. Unfor-
tunately. such structures have not been identifled in our flow visualization pic-
tures so far. The fact that the three instability mechanisms may all be effective

at the same time has made the flow too complicated to show a clear pattern.
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e The picture for flow 4, shown in Fig. 5.9, suggests that the streamwise distur-
! bances are much stronger then in a plane mixing layer. However, the Rayleigh-
h
:: Synge criterion is not able to explain this phenomenon satisfactorily if we con-

sider the mean flow alone, for reasons discussed earlier.

Some experiments have also been done for curved mixing layers with the
heavy gas in the outer stream. Figs. 5.1(a) (top) to 5.1(i) (top) show the
sequence as the speed ratio U,/U; increases gradually from 71{ to 4. In all of

these pictures, the interfaces between the fluids are relatively sharp, and the

thickness of the bridges is quite close to that in a straight mixing layer. The

plan views of these pictures (for example, Fig. 5.11) indicate weaker three-
F dimensionality (compared with Fig. 5.9, say).

Two-dimensional vortical or spanwise structures can be defined very well

throughout this flow regime. However, the growth rate of the mixing layer

appears to be greatly reduced when the outer, heavier stream is moving faster.
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V1. Profiles of Hean Concentration and Nean Velocity

A general point of interest in turbulent flow studies is the property of self-
similarity. For plane mixing layers, there is no preferred length scale m the
flow, so that self-similarity is suggested by intuition and is usually confirmed by
experiment. In a curved mixing layer, the radius of curvature is a new length
scale in the flow. For mixing layers of constant density, the extra rate of strain

due to curvature is proportional to % Thus the turbulent flow will be seif-

preserving only if the ratio %- is kept constant. For mixing layers with a large

density difference, the effects of centripetal acceleration may be more impor-

2
. . g dp fdu u?
tant. The gradient Richardson number, ) E-;;L'{Iy‘] , where g~ &~ may

become an important parameter, and again suggests the desirability of keeping

-16?— constant in order to keep the mixing layer self-similar. However, both the

thickness of the mixing layer and the radius of curvature are unknown prior to

experiments, and in any event both quantities are difficult to define.

Since the main concern of the present research is with the effects of curva-

ture on coherent structures in mixing layers, no attempt was made to achieve a

constant ratio of %— The question of whether or not self-similarity exists in our

curved mixing layers therefore cannot be resolved from the proflle measure-
ments about to be described. Nevertheless, our measurements allow the thick-
ness and the virtual origin for each mixing layer to be determined and used as a
reference for other variables as well as for future experiments on curved mixing

layers.

...................
..................
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Profile measurements have been made for six flow cases, denoted in Fig. 4.1
and Table 1 by the symbols 5 , 4, A.P,P and U. All have density ratios
different from 1; i.e., either 7 or 1/7. For each flow, traverses were made at four
downstream angular positions located 10, 15, 20 and 25 degrees from the trail-
ing edge of the splitter plate. The mixing layer in the flow )4 grew so fast that it
touched the curved walls somewhere between 20 and 25 degrees downstream.,
and no proflle measurements were made for the last downstream location in
that flow. Each traverse consisted of measurements at 15 radial stations. The
first and last stations were always located well outside of the mixing layer. At
each station, 4096 samples were collected at 33.3 kHz for each of the two
probes, the concentration probe and the pitot-static probe. The elapsed time of .
the measurements for each station was 0.12 seconds. For the typical flow |
covered in our measurements, this elapsed time corresponds to the passage of

roughly twenty vortices over the probes.

Mean concentration data were obtained by averaging the 40968 concentration
values inferred from the voltage signals, using the calibration polynomial for the
concentration probe. The mean concentration was used to determine the mean
density according to the experimental conditions. The mean velocity was finally
calculated from the mean density and the mean dynamic pressure, the latter
obtained by averaging the 4096 pitot-static-probe measurements. Some

features of these mean proflles will be discussed in this chapter.

Despite the fact that %— varies in our experiment, mean concentration

profiles at different down-stream locations for a given flow are usually quite

similar to each other. In order to establish the thickness of the mixing layer,

points of 10-percent and 90-percent concentration of helium were used to deter-
mine the mixing boundaries. Since the measurements were made at discrete

radial locations, the actual mixing boundaries had to be determined by




..................................................................

interpolation. A cubic-spline interpolation routine was used for that purpose.
The two boundaries determined in this way for each mixing layer were then

fitted by a straight line, using a least-mean-square method, and finally the vir-

tual origin of each mixing layer was determined. »

After collapsing profiles for the same flow onto a single picture, with the
independent variable 7 or y normalized by the local thickness of the mixing
layer as determined from the fitted boundaries, it was found that a straight-line »
fit through the boundaries was usually satisfactory. For a typical example, see .
Fig. 8.1. The same remark applies to the majority of the low cases studied. A
Hence straight lines were adopted for the mixing-layer boundaries determined ——

from the profiles of mean concentration.

The same approach was followed in dealing with the mean-velocity profiles.
However, it was first found that the velocity did not approach a constant in """'"
either free stream of the mixing layers, especially if the velocities were higher |
toward the center of curvature. Inasmuch as the flow outside of the mixing
layer is irrotational, we expect the velocity to vary like 1/7 if the irrotational
flow in the curved channel is well developed. On the other hand, the flow right at
the exit of the nozzles is supposed to be uniform except for possible deviations
due to the influence of the curved channel downstream. Therefore, there is a
transitional region near the channel entrance in which the irrotational flow
changes from a uniform inlet flow into a vortex-like flow. Since the measure-
ments are all for locations more than one channel height downstream of the

channel entrance, there is some hope that they are out of the transitional

improvement. Hence ur proflies, rather than velocity profiles, are used in the

R

1

e

b

region. Profiles of ur were therefore plotted, and there was substantial ) ]
3

)

rest of our study. 1}
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- The growth of the mixing boundary as determined from the wur profiles was
also determined by a straight-line fit; see, for example, Fig. 6.2. The virtual ori-
gins determined from the concentration and ur profiles are different, although
the difference is small for most of our flows. For such flow cases, the average of

& the two virtual origins was taken, and revised mixing boundaries were calculated

- by forcing the fitted straight lines to pass through the average origin for the

concentration and the wr data. The final profiles of mean concentration and

ur product are plotted in Figs. 8.3 to 8.8 for various flow cases as functions of

Y%
z -z,

, where z, and y, are the tangential and normal coordinates of the vir-

tual origin, respectively. It appears that the profiles for a given flow coincide
quite acceptably, and a common profile can be drawn to represent the mean dis- -

tribution for both concentration and wur-product.

Two flow cases do not lend themselves to this treatment. The first flow giving
trouble is £. This is a case in which the mixing layer grew so rapidly that it
touched the curved walls about 11 cm downstream of the splitter plate. It also
happens that the velocity profiles for this low have significant overshoot above
the velocity of the highspeed stream, and the scheme discussed above for col-
lapsing velocity profiles does not work. The rwﬂt, shown in Fig. 8.7b, was a vir-
tual origin located downstream of the splitter plate. This virtual origin is also
significantly different from the virtual origin determined by using concentration
profiles, as shown in Fig. 8.7a. The other flow giving trouble is U, tor which the
concentration proflle is shown in Fig. 6.8. Again the problem originates in the
profile of ur . Since the free-stream velocities in this case are roughly equal, a
different scheme was needed for determining the mixing-layer boundaries using
the profiles of ur . Two runs at different Reynolds number were available for
this flow. The u» profiles from the run at lower Reynolds number show

significant wake behavior in the mixing layer. However, the defect velocities
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cannot be determined with accuracy because the number of data points is too
small. The other run, at higher Reynoids number, gave ur profiles having dou-
ble peaks along with the wake deficit. These results cast some doubt on the

T
PENCBORMLIYIRD AN

_ accuracy of the pitot-static measurement as a reference for velocity. Two ques-
tions arise. First, the pitot-static probe may have picked up a contribution to

dynamic pressure from velocity components not parallel to the probe. Second,

cross-correlations such as ;t_l.-! ;)'u_" and @ ;1: , which were neglected in calcu-
lating mean velocity from average data for dynamic pressure and density, may
be important. However, it is then not clear why there is less difficulty with the
remaining flows.

.................
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VII. Length Scales and Celerity

Our flow visualization results, reported in the previous section, indicate that
the dominant structures in curved turbulent mixing layers are spanwise and
streamwise secondary structures, just as in plane mixing layers. The present
section will discuss some observed differences in the structure of different flow

cases when the sense of the curvature is changed.

Two quantities of interest for the large vortical structures can be derived
from the high-speed movies. These are the spacing between adjacent structures.
and the speed of movement, or celerity, of the structures. The vortical struc-
tures are not symmetrical in shape. The leading edges are relatively diffuse, and
it is very difficult to establish their location. However, the trailing edges are nor-
mally quite sharp and can be located with good accuracy. The trailing edges of
the large vortices were therefore used for locating each structure. Additional
guidance is provided by the plan view of the flow, in which the trailing edges of
the vortices appear as faint hoﬁzontal lines, as seen, for example, in Fig. 5.9.
These lines are the major references used in determining the trajectories of the
trailing edges. All of the measurements discussed in this chapter were carried
out manually, by projecting the high-speed movies on a screen and scrutinizing
the pictures frame by frame. For each flow, one thousand continuous frames
were sampled. The elapsed time is 0.5 seconds in the real flow, since the movies
were taken at two thousand frames per second. For calculating the speed of the
trailing edges, timing marks on the edges of the movie fllm were used as a time
base. Several small black rectangles were attached to the flat mirrors during
the flow-visualization experiments. The images of these marks helped to

.....................................
......................................
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determine the scale between the pictures and the real flow.

7.1. Langth Scales of Spanwise Structures
The locations of all trailing edges of all large vortices in a frame were
recorded on graph paper, as shown in Fig. 7.1, with horizontal axis representing
. downstream distance z and vertical axis representing frame number. To calcu-
_:5 late the spacing of these large structures at a given downstream location, the
h distances between all pairs of adjacent trailing edges which passed over that
location were averaged. The variation of the spacing S along the z direction is
shown in Fig. 7.2 for various flow cases. Although one thousand frames were
sampled, the average number of useful samples for each spacing calculation is

only about two hundred. Given the fact that a particular vortex can be observed

for several, say ten, frames of the movie, only about twenty individual vortices
are considered in the calculations. The resulting curve of the average distribu-
tion of the spacing between vortices therefore shows considerable scatter. Stan-
dard deviations as large as 30 percent are common. Much of this scatter is
caused by the pairing phenomenon between vortices. A given vortex does not

grow smoothly; instead, the spacing roughly doubles at every pairing process.

Another dimension of interest for the spanwise structures is the thickness of
the structures. This quantity can be inferred from the thickness of the mixing
layer as measured on photographs obtained with a long time exposure, using
schlieren techniques. Fig. 7.3 shows an example of such a picture, exposed for
one second for the flow P. The picture was taken with a Hasselblad 500 EL/M
camera equipped with a 1:5.6 lens (f = 250 mm) together with a negative men- BRI
iscus lens (1.75 diopter, f = - 571.4 mm) for focus correction. The little white
rainy spots visible in the plan view of the flow are due to tiny gas bubbles in a
defective lens located next to the light source of the imaging system, and are .
not related to the flow itsell. The side view of the mixing layer has good contrast [ ]

POy
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and was used in determining the visual growth rate.

The boundaries of the mixing layer were first marked with many little dots, as
exemplified by Fig. 7.3. Care was taken so that these dots were clearly distin-
guishable, yet tended to merge into the dark background of the mixing layer.

These dots were fitted with the aid of a French curve. The thickness of the mix-
- ing layer was then measured radially at several downstream locations for which
& the downstream distance was determined along the centerline of the curved
channel. A sheet of transparent plastic engraved with the geometry of the
curved channel and the center-line, together with several radii going through
their common center of curvature, was employed as a template and was found

to be very heipful for measuring the mixing-layer thickness. Depending on the

flow. however, the mixing-layer boundary sometimes is not sharp; for example,
sea Fig. 7.4, which depicts flow D . Hence the visual thickness measurements
obtained this way can serve only a qualitative purpose. The distribution of the
thickness of the mixing layers in the streamwise direction is shown in Fig. 7.5
for several cases. It is clear from this figure that the growth rates for the flow
cases P, A, D, and U, all with unstable stratification, are not very different,
even though they have drastically different velocity ratios. On the other hand,
for the flows with stable stratification, the velocity ratio has a large effect on the

growth rate. In an attempt to separate these influences, a small separate study

was made to determine how the spreading rate depends on curvature and den-
sity difference for the case of equal velocities. et]
If we look at the problem of growth in laboratory coordinates, we note that -

U
the growth rate A = % is dimensionless. The velocity ratio F'— being equal
13 toTelT

to unity, does not enter the problem. The density ratio -f;—”- is an independent
X

parameter. The growth rate can thus be written "—1
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32 =sn (B R, o) (7.4.1)

Suppose that the outermost boundary of the layer marks the location of fluid
elements which have penetrated the other stream with the fastest speed. Let

the fastest cross-stream velocity be v°, so that v°/U is the tangent of the angle
between the trajectory of the fastest penetrating particle and the direction of
h the mean flow. This angle must be proportional to the spreading angle of the

mixing layer. Hence we have

g 48 oo rm B 20
b ¥ dz ‘U/U-fn[g.p‘ (7-1-2)

Consider now the same problem in moving coordinates, as indicated in Fig. 5.7 .

The important physical quantities are v»°, G, and b , where G is the
equivalent reduced gravitational acceleration,
= [ﬂ‘_'.&

P t+ P

r

R (7.1.3)

For this new problem, the only new dimensionless group is the Froude number

v *2/Gb, which must be a physical constant; i.e.,

o P =P | U2, _
v /{m vo.| R b = constant (7.1.4)

From this relation it follows that the growth rate shou:d be inversely propor-

tional to the square root of the radius of curvature,

I P TP U e
.................................................
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(7.1.5)

To obtain the proportionality constant, X a few experiments were carried out
using channels with different radii of curvature. The spreading rate measured

from long-time-exposure pictures is shown in Fig. 7.8. The proportionality con-

stant K is plotted against [%:—2—] % in Fig. 7.7. The value of X

_apprtaches asymptotically a constant value of 0.85 as the curvature increases,

showing that Eq. (7.1.5) is valid when [ﬂ_:_’."_ L2 is large. The observed
Pitp) R

departure as the curvature decreases may be explained as a consequence of t.he“

wake left by the splitter plate. When there is no curvature, the turbulent wake
should grow like the square root of the downstream distance. This effect should
persist to some degree when the curvature is small. The relative importance of
the body force increases with down-stream distance, while the importance of the
wake decreases. The role of the body force becomes dominant after a certain

distance z, depending on the radius of curvature. As shown in Fig. 7.8, a linear

region in the growth boundaries is more evident when the ratio % is larger. The

value of K reported in Fig. 7.7 is derived from the linear portions of the curves

in Fig. 7.8.

The ratio of the thickness of the mixing layer to the spacing of the spanwise

structures is representative of the geometry of the structures. In Fig. 7.8 this

(iAW
Pp U,

vg_l_.'. :‘_g_
pz u,

variable used in the next paragraphs in the analysis of celerity data. It is

+1

ratio has been plotted against the variable , which is the same

»

| S
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evident in Fig. 7.8 that, except for the flows A and D, which have unstable
stratification, all the rest of the data fall close to a flat straight line, indicating
that the geometrical shape is essentially constant. However, the cases A and D
have much thicker, or fatter, vortices than the rest of the flows. For these flow
conditions, in which there is unstable stratification, it seems that changing the

» velocity ratio has a strong effect on the shape of the spanwise structures.

L 7.2. Celerity

The same set of motion-picture records was used to determine the celerity of
the trailing edges of the large vortices. Average values for the slopes of the tra-
jectories of all vortices which are visible in more than ten adjacent frames gave
the celerity values listed in the last column of Table 1. In this table the experi-
ments were all carried out at 4 atmospheres, with the flow-speed settings indi-

cated in the second or the third column. The fourth and fitth columns of the

table show, respectively, the velocity ratio and tHe density ratio for each run.

Capital letters in the first column identify the various runs for easy reference.
For some of the runs, no value of celerity is given. The reason is either that the
spanwise vortices in these flows are too close together, especially when the velo- .
city ratio is close to unity, or that the two-dimensional spanwise vortices are L“ﬁ
overshadowed by strong three-dimensional structures of finer scales, and it is

almost impossible to determine the location of the large vortices.

The standard deviations listed with the celerities are in the range from 5.5 T
percent to 13.5 percent. Part of this scatter is due to error in the measure- B
ments. However, most of the scatter reflects the natural variation of the speed
of the trailing edges of the structures. This variation is especially large when L

neighboring vortices are involved in the pairing process, as shown in Fig. 7.1.

The largest scatter for the celerity data is found in the first and last entries in 1

the tabie. These two flows have the largest velocily ratio, and the mixing layers
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spread faster than for the remaining flows. Thus these two mixing layers may
have been subjected to stronger wall effects than the others. Apart from these
two cases, the standard deviation in the celerity measurements is less than 10

percent.

Celerity measurements have been reported in the past only for a few flow
cases in straight mixing layers. The convective velocity given by Brown and
Roshko (1974) for a straight mixing layer having velocity ratio 0.38 and density
ratio 7 is ¢/U, = 0.53 (cf. the entries for lows A and A in Table 1). As pointed
out by Brown and Roshko, this value is significantly lower than the average velo-

city of the two streams.

A simple argument can be found to estimate the celerities of the large span-
wise vortices in the present flows. This argument is based on Coles’s conjecture
(1981) for the mean particle paths near a vortical structure in the mixing layer,
as shown in Fig. 7.9. In this flgure, S is a saddle point; i.e., an internal stagna-
tion point in the flow. The picture represents the streamline pattern that would
be seen by an observer travelling at the celerity, which is the speed of the criti-
cal points in laboratory coordinates. One stream of the mixing layer is moving
to the right at a velocity (U, —¢), and the other stream is moving to the left at

(c = Ug). The densities are p, and p,, respectively, for the two streams.

Given that the flow pattern is steady in celerity coordinates, Bernoulli's
theorem should apply along the converging separatrix. Thus

;—Pt(Un‘c)z+P1=Pox (7.2.1)

o

e s a e .al
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* ZPe(c = U2 +p2=poe (7.2.2) :
]
X where pgy; and pgz are the stagnation pressures on the two sides of the )
interface at S. Under equilibrium conditions, i
Doy = Poz- (7.2.3)
)
Within the boundary-layer approximation, there is no difference between the .
static pressures p; and p; in either coordinate system. Finally, therefore, _'f
1 22 1 2 -
7 P (Uy=c) = §‘Pz(° - Up) (7.2.4) k
This result has also been argued independently by Dimotakis (1984). An obvious __
choice of sign (U, > ¢ > Up) gives L
Ul ~-c \/E
— - 725
c—-U; P ( ) .
t
The solution for ¢ in its most symmetrical form is
U, + paU '”'
c = Vo1 Uy + VpaUs (7.2.8) X
VP + Vpz
This estimate of celerity is based on the model proposed by Coles for straight Y
mixing layers. When the mixing layers are curved, we expect the expression to
be still valid provided that the curvature is mild.
)
b

...............
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To compare our expsrimental resuits with Coles’s model, we note that Eq.
(7.2.8) implies

2c . _2
u, +twyy 1 +27

(7.2.7)

where u, and u; are the estimated free-stream velocities in the curved mixing

layer and

£|e

+1

(7.2.8)
+

V=

£l

Experimental values of celerity are plotted in Fig. 7.10, with Z as abscissa and
2c Au, + uy as ordinate. Closed symbols correspond to data for flows which are
unstable according to the Rayleigh-Synge criterion expressed by Eq. (2.5.10).
Both kinds of symbols appear to lie below the the theoretical curve, perhaps
because the presumably slightly higher celerities of the leading edges are not
taken into account. This result shows that some effect of streamline curvature
on the celerity of the large two-dimensional vortices may exist. Nevertheless,
the overall agreement between the experimental data and the theory based on

9
E
Coles’s model is quite good. L‘“

7.3. Length Scales of Streamwise Structures _
The length scale in the spanwise direction is also of interest. The streamwise . "1

streaks in the plan view of our flow pictures presumably correspond to the edges L—'
of ridges of fluid whose crossections look like mushrooms, as shown schemati-
cally in Fig. 7.11. One such ridge introduces a group of bright or dark streaks :-?:1
into the plan view of our pictures. For regions close to the trailing edge of the L—-:

...............................
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splitter plate, these patterns are directly associated with the flow structure in ::'?‘,.i.:‘,
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the streamwise direction. In these regions the length scale, i.e., the spacing of
the streamwise structures, can therefore be determined by measuring the spac-

ing between groups of streaks.

Farther downstream, the information carried by the streamwise patterns is .1
twofold. On the one hand, the patterns are directly traceable to structures
formed upstream and convected with the fluid. On the other hand, new struc- _____
tures may appear, or old structures coalesce, as the flow travels downstream. !:.;_1:1*
The new structures introduce new length scales and may modify the patterns
created earlier. A typical series of pictures showing the evolution of the stream- '; ..t'_.i
wise structures is shown in Figure 7.12. The streamwise streaks which emerge rj
from the top of the pictures are more or less equally spaced. The same number 5 ;
of streaks can be followed for a long distance downstream as they are convected |

with the flow. The spacing between these streaks, however, is no longer uniform :
as it was before. The change in the spacing is more or less periodic in the span- ;
wise direction. This suggest- the existence of a new structure in the streamwise ‘
direction. The spacing of this new structure is equal to the period of the

changes and is different from the spacing between the streaks.

In our measurement for the spacing of the streamwise structures, the longest

average period of repeatable patterns of streaks was determined for six down-

stream locations, frame by frame, using the same section of high-speed movies

employed in our former measurements. The streaks are highly visible in the

bridges, which were centered on specified downstream stations in the frames in

which the spacing was measured. The percentage of the movie frames which

show distinct length scales, as exemplified by Fig. 7.12, is, on the average, small. ‘
Depending on the flow and on the downstream location where the measurements .
were made, this number ranges from 1 to 40 percent with mean value at roughly | B

----------------------------------------
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5 percent. The rest of the movie frames either do not show the patterns at the
places where measurements were made, or suggest different length scales in
repeated measurements, or show different spacing at different spanwise loca-
tions. For example, in the upper part of the first picture in Fig. 7.12, four pairs
of streamwise streaks are clearly visible. They are more or less equally spaced,
and hence are considered to comprise a good sample for the measurement
made at that downstream location. The span from the first pair to the last pair
of streaks was divided by three to give the average spacing for this sample pic-
ture at the appropriate downstream location. The same was done for the upper
and middle part of the second picture and the middle and lower part of the
third picture. On the contrary, no distinct length scales are visible in the middle
and lower part of the first picture. Hence no measurements were taken from
these portions of the first picture during the measurements made for these

downstream locations.

Some streamwise patt;ms seemn to appear in the upper part of the third pic-
ture and the lower part of the second picture. However, it is hard to establish
how many pairs of structures exist. To avoid subjective judgements as much as
possible, all such samples which might lead to ambiguous length scales were
dropped. Results from the rest of the pictures were then averaged to give the
data shown in Figs. 7.13(a) to 7.13(j). For convenience, data for each pair of
flows with the same velocity ratio and density ratio are displayed in the same
figure. The only difference between the two flows in each figure is the sense of
curvature of the mixing layer. Open symbols correspond to data for flows which
are stable, while closed symbols are for flows which are unstable according to
the Rayleigh-Synge criterion. The abscissa in these flgures represents down-
stream distance normalized with respect to channel height. The ordinate is the

average spacing of the streamwise structures.
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Due probably to the limited number of samples available, especially for meas-
urements at locations far downstream, some of these figures do not show a
monotonic trend of increasing length scales with increasing z; see, for example,
Figs. 7.13(d), 7.13(e), and 7.13(f). In general, however, an increase of spacing
with increasing downstream distance is quite apparent. Throughout these
figures, the closed symbols (unstable flow) almost unanimously lie above the
open symbols (stable flow). The rate of increase of spacing is faster for the runs
represented by the closed symbols. Hence the effect of curvature appears to be
strong in changing the spacing of the streamwise three dimensional structures.
Adverse curvature tends to create large-scale three-dimensional structure in the

streamwise direction.

In principle, using the results of length-scale measurements for the stream-
wise structures, virtual origins can be determined. Whether or not these virtual
origins coincide with t;he virtual origins determined from the growth of the two-
dimensional spanwise structures is a pertinent question. Unfortunately, the
limited number of available length-scale measurements, at only six downstream
locations, and the significant scatter of sampled data, prohibit us from fitting
straight lines to the length-scale distribution with meaningful accuracy. How-
ever, the results of the transverse length-scale measurements, as shown in Figs.
7.13(a) to 7.13(j), suggest that aimost all the virtual origins determined accord-
ingly would be located upstream of the trailing edge of the splitter plate.

Virtual origins based on profile measurements have been obtained for flows
A, A, P, Fand B, as discussed in Section 5 above. Apart from flow 2. the vir-
tual origins determined from concentration profiles and from velocity profiles
are quite close together. Hence averaged virtual origins for these five flows have
been marked in Figs. 7.13(a) to 7.13(c). For purposes of comparison, straight
lines passing through these virtual origins were drawn to fit the length-scale

...........
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data for each experiment. Taking into consideration the significant uncertainty
involved in the length-scale measurements, especially around the trailing edge
of the splitter plate, where the flow is not yet self-similar, or around the end of
the test section, where the number of available samples is very small, the corre-
lation shown in Figs. 7.13(a) to 7.13(c) appears to be reasonably consistent. This
finding suggests that the scale of the streamwise structures shares the virtual

origin obtained from the profile measurements.
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VIL. Discussion

For curved mixing layers with uniform density, the sense of the channel cur-

vature has a large effect on the coherent structure of the layer, as pointed out
in Section 5.1. The effect can evidently be attributed exclusively to Taylor-
Gértler instability. The effect on the structure of the flow is two-fold. First,
three-dimensionality is enhanced if the faster stream is on the inside. Multiple
bridges (braids) can be seen in the side views; see, for example, Fig. 5.5. Second,
movie sequences like that represented by Fig. 5.8 show that the pairing

phenomenon, which is common in the plane mixing layer, is much less commeon

in the curved flow. These observations suggest that growth of such mixing
layers is accompanied by three-dimensional interactions among the primary

structures.

For mixing layers with different densities, discussed in Section 5.2, three-
dimensionality is greatly inhibited if the heavier fluid is on the outside. The
growth rate is also reduced, compared with the corresponding plane flow. if the
outer stream is faster than the inner stream. On the other hand, if the heavier
fluid is on the inside, three-dimensionality is greatly enhanced by effects of
Rayleigh-Taylor instability (as a result of the body force) or Taylor-Gértler insta-
bility (if the inner stream is also faster) or both. The Rayleigh-Taylor instability
often appears to dominate. Many of the flow-visualization pictures show a flow
covered by flne-scale structures; see, for example, Fig. 5.1(b) (bottom). Large-
scale spanwise structures may still be visible when the velocities of the two

streams are sufficiently different.




:
:

The concept of coherent structure in turbulence leads in Section 7 to a useful
application of the Lagrangian point of view. Coles's model (1981) for the span-
wise structures in mixing layers, described in Section 7.2, immediately yields an
estimate for the celerity of the spanwise structures. Comparison of this

theoretical result with celerity data measured from high-speed movies, as shown

’,"!
"
[
3
:
L-
‘e
P

in Fig. 7.10, shows excellent agreement over the whole range of velocity ratios
and density ratios covered by the experiments. According to these measure-

ments, the sense of curvature does not seem to have much effect on the celerity

8 of the coherent spanwise structures. Coles’'s model stipulates that there are col-

T" liding streams near the saddle points, or internal stagnation points, of a mixing
- layer. According to Aryshev, Golovin and Ershin (1981), the local streamline cur-
F vature associated with such colliding streams can lead to Taylor-Gortler instabil-
- ity. Thus the colliding streams may very well be responsible for the initial for-

mation of streamwise vortices. The additional curvature introduced by the
curved channel used in our experiments is mild compared with the local curva-
ture of the colliding streamlines. However, for the constant-density case, dis-
cussed in Section 5.1, our experiments show that the sense of the mean stream-
line curvature strongly affects the three-dimensionality of the mixing layer, and
also that the regular pairing process is inhibited when the inner stream is faster

than the outer stream.

The growth-rate measurements reported in Section 7.1 show that the flows
P, A, D and U, all with the heavier Auid on the inside, grow at about the same

rate, although they have drasticaﬁy different velocity ratios. This result may be

peculiar to our experiments, which are constrained to use a very large density
ratio; namely, po/¢ = 1/7. On the other hand, according to Brown and Roshko
(1974) and Dimotakis (1984), the effect of density difference on the growth rate
of a plane mixing layer is small, whereas the effect of velocity difference can be

large.
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i The lagrangian argument in Section 7.1 led to a relation (7.1.5) for the
3 dependence of growth rate on mean radius of curvature for the case of a curved
‘

E‘ wake with the inner stream heavier. This relation suggests that the height of

s
Pl i

T
P

the channel, b, is an important length scale if the channel is curved. The

quantity on the right-hand side of Eq. (7.1.5); i.e.,

- /Pi-Po b
Py *+ P R

-

|. «
[

4
[t
[

approaches zero as R -+ =, whatever the value of b, as long as b remains
much smaller than R. Hence the effect of finite channel height b should not

be observable for a plane mixing layer.

This conclusion applies for curved mixing layers with significant density
difference. Nevertheless, it brings up two questions. First, the ratio of the
height of the two streams in a curved mixing layer may be an important param-
eter which should be considered in future experiments. Second, the height of
the channel may be important for the structure of curved turbulent mixing
layers even if the density is uniform, and may have to be considered when exper-

imental results from different facilities are compared with each other.

For mixing layers with different densities, Taylor-Gortler instability should
occur if the Rayleigh-Synge stability criterion, -f;(pu’r’) > 0, is violated.

However, Rayleigh-Taylor instability may also be expected to result from a den-
sity difference alone, if the heavy fluid is on the inside. Experimental resuits for
mixing layers with different densities, presented in Section 5.2 above, indicate
that the substantial density difference in our experiments produces overwhelm-
ingly strong three-dimensional smali-scale structure (resembling that in our

curved wake, Fig. 5.1(e) (middlie)), when the heavier fluid is on the inside, and

L
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especially when the inner stream is also faster. This property prevented us from
observing organized streamvwise structures in this flow regime. Nevertheless, the

length-scale measurements presented in Section 7.3 suggest that the charac-

L L '-'-_-'.';'.".'2-'-”_6(7?

teristic length acales in the spanwise direction depend strongly on whether or
' not a flow is stable according to the Rayleigh-Synge criterion. As shown in Figs.
5 7.13(a)-7.13(1). streamwise structures of large scale appear in most of the

unstable cases.

. The algebraic formulation in Section 2 leads to two observations. First, for
Kelvin-Heimhoitz instability, the analysis confirms that the inflection point
within a shear-layer velocity profille is responsible for the two-dimensional insta-
bility which creates spanwise vortical structures. The minimum critical Rey-
nolds number is so low that Kelvin-Helmholtz instability normally occurs almost
immediately in all of our mixing layers. This conclusion is justified by the fact
that large spanwise structures appear close to the splitter plate in all of our
flows, except the curved wake, despite the wide range of Reynolds numbers,

1.0 x 10% = 7 x 104, covered by our experiments.

The occurrence of Taylor-Gortler instability is described by Eq. (2.5.14), which

provides a means for testing for the production of large streamwise vortices, or,
equivalently, the destruction of large spanwise vortices originally arising from

Kelvin-Helmholtz instability. Equation (2.5.14) includes the effect of viscosity, o

and therefore provides an estimate for the critical thickness of the mixing layer L_‘

where marginal instability first occurs. Thus the equation guides us in looking

for a difference in the large structure downstream of a particular location. No ) 4

such critical thickness is provided by the Rayleigh-Synge criterion, Eq.(2.5.10), L—jﬁ

which deals only with inviscid flow. -
Eq. (2.5.14) refers to laminar flow. However, Lessen and Singh (1974) suggest L o

that turbulent shear flows can be visualized as marginally stable in terms of the

.....
.......................
.....................
.........................
.........................................................
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usual kind of stability analysis, provided that the viscosity v=pu / p is replaced

-~
i

by a turbulent viscosity vy. They further suggest that the Reynolds number Ry
formed from the velocity difference, the layer thickness based on maximum

slope, and vy, has nearly a universal value. They propose a universal value of

the order of 150 for the case of a turbulent jet or wake (the thickness used by ’
Lessen and Singh is smaller than our thickness by a factor of four).

E Our experiments indicate that the maximum-siope thickness is about half the
visual thickness of our mixing layers. Thus we can put

vr= 21 U= U % (8.0.1) ]

We can further estimate the various quantities in Eq. (2.5.14) as follows;

L
Uo + Uy —

-9 _ ,
&= R Y (8.0.2) |

dﬂ - [ s
&= e (8.0.3)

=0 (8.0.4)

42 . P & (8.0.5)

Equation (2.5.14) thus suggests Taylor-Gértler instability if

TooTa
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(Uo"'U()' (Ui-Uo) +I_(P¢—Po)
(Uc"U()a (G +U,) R (pi +p0)

2t 1 2R

= 0.189 t R b

(8.0.8)

where L/ has been replaced by the numerical value 0.189 from Eq. (2.4.23).
Equation (B.0.8) can be recognized as an example of the kind of functional rela-
tionship originally proposed in Equation (1.0.1) of Section 1 above. This equa-
tion shows how a given shear flow may become unstable downstream of a given
station, because the left-hand side is constant but the right-hand side decreases

with increasing z (increasing 6).

Use of Eq. (8.0.8) requires a knowledge of §,4(z), say from long-time-exposure
photographs. Typical data for 64, as a function of z have already been
reported in Fig. 7.5. With this information, the z-station for the onset ot Taylor-
Gortler instability has been determined and marked by small triangles in several
of the photographs in Fig. 5.1. In some of the pictures, no marks appear. The
flows in question are either completely stable or are unstable only at a down-

stream distance so large that it is outside of the range of our experiments.

Most of the unstable flows are represented by the the bottom pictures in Figs.
5.1 (a) to 5.1 (i), with pe/p¢ = 1/7 . Hence a heavier inner stream is usually asso-
ciated with the instability. The main evidence for the appearance of Taylor-

Gortler instability comes from the observed loss of two-dimensionality for the

large spanwise vortices. Upstream of all of the triangular marks in Fig. 5.1, the
images of the spanwise vortices are relatively sharp, indicating that two-
dimensionality is maintained. The two-dimensionality is consistently lost, how-

ever, somewhere downstream of the triangular marks. See, for example, the 2|




photographs of flow D, flow B, and flow § in Figs. 5.1 (g). 5.1 (a), and 5.1 (e).

respectively, all of which are consistent with destruction of the spanwise vortices '

by Taylor-Gortler instability. The photographs of the flows which are stable (no '~_"_~'.--

triangular marks) typically show persistence of large spanwise vortices far

downstream. i‘“

These observations are necessarily qualitative. To locate the occurrence of

instability, using Eq. (8.0.8), we have invoked the concept of turbulent viscosity, a
which is generally unsatisfactory for describing turbulent flows, and we have ' ‘
employed the visual thickness, which ig itself a qualitative measure. Neverthe- ; -

less, there is a consistent overall tendency for the large spanwise structures to ' o

lose their two-dimensionality earlier in the unstable cases than in the stable {—:

cases.
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Fig. 1.1 Growth rate —oy (or acy/cy) in an inviscid mixing layer
as a function of frequency B, for disturbances of the form

exp [1i(ax-Bt)],
(Michalke 1965 b).

, spatial case; =--~---, temporal case
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Fig. 1.2 Curves of constant spatial growth rate -0j in an inviscid
mixing layer for disturbances of the form exp [ia(x-ct)]. The
density distribution is 7= exp (~Btanhy) (Maslowe and Kelly 1971).
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i Fig 1.5 Neutral stability curves for viscous flow for various

- Richardson numbers; temporal growth for disturbances of the
form exp [ia(x-ct)] with real a. The density distribution

is §= exp(-Btanhy), with J, = g8 (Maslowe and Thompson 1971).
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Fig. 2.2 Neutral stability boundaries for Kelvin-Helmholtz instability e __
with constant density. The solid lines are from the present algebraic '
approximation. The dashed lines are from analytic solutions (Betchov
and Szewczyk 1963 and Lessen and Ko 1966).
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Fig. 2.3 Neutral stability boundaries for Kelvin-Helmholtz
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Cylinderical rollers

Lucite plate

Fig. 3.3 The fixture used for forming the curved walls.
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Fig. 4.1 Organization of the experiments. The capital letters .
correspond to the flow conditions listed in Table 1. (:), movies
are available; [:], Profile measurements are available. Pairs i :

like S and § have the same velocity values and the same density
values, except for the sense of the channel curvature. The dashed

line represents the inviscid neutral stability boundary according S
to the Rayleigh-Synge criterion, pgUp2 = piU42. 2
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Fig. 5.1 (a) Uy/Ug = 0.25; po/pg = 7/1 (top) »
Po/p1 = 1/1 (middle)
po/pi = 1/7 (bottom).
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Fig. 5.1 (b) Ug/Uj = 0.38; po/pg = 7/1 (top)
Po/pi = 1/1 (middle)
po/pi = 1/7 (bottom).
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Fig. 5.1 (¢)
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Uo/U4 = 0.50;

Po/pi = 7/1 (top)
po/pi = 1/1 (middle)
po/oi = 1/7 (bottom).
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Fig. 5.1 (d)
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Uo/Ui = 0.70;
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Po/oi = 7/1 (top)
po/pi = 1/1 (middle)
po/0{ = 1/7 (bottom).
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Uo/Uy = 1.0;

po/pi = 7/1 (top)
Po/pPi = 1/1 (middle)
po/o1 = 1/7 (bottom).
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Fig. 5.1 (f) Uo/Ui = 1.43; po/pi = 7/1 (top) L I
po/pi = 1/1 (middle)
po/0i = 1/7 (bottom).




Fig. 5.1 (8) Uo/Ui = 2.00; po/oy = 7/1 (top)
po/pi = 1/1 (middle)
po/pi = 1/7 (bottom).
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Fig. 5.1 (h) Uo/Uy = 2.63; po/pi = 7/1 (top)
Po/pi = 1/1 (middle)
Po/pi = 1/7 (bottom).
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Up/Us = 3.95; po/pi
pol/Pi
Po/Pi

7/1 (top)
1/1 (middle)
1/7 (bottom).
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One frame from

leilv.\u.vt.

~
~

Kelvin-Helmholtz instability is dominant.

Uo/Uy = 2.63, constant density.
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Fig. 5.3 Flow J. Uy/Uy = 2.63, constant density.
frames from the high-speed movie. Kelvin-Helmholtz instability is
dominant. A pairing process is visible in frames 6 to 1l1.
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Fig. 5.4 Plane mixing layer (Konrad 1976). Uy/Uj = 2.63, constant _
density. The corresponding curved flow is J in Figs. 5.2 and 5.3. . )
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Taylor-Gértler instability is dominant.
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i R =|x|

Moving coordinates

Q2R
Body force

'R A
U' =0

Inertial coordinates

Fig. 5.7 The body force in a moving coordinate system for two streams

having equal velocities; X is the position vector of the origin of
coordinates.
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instability is important. In the plane view, the small scale
structures appear to be well organized.
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PRI )

N Fig. 5.9 Flow X, Uy/Ujy = 2.63, po/pi = 1/7. The flow is neutral

~ to Taylor-Gdrtler instability, but Rayleigh-Taylor instability may

J be important. Streamwise structures have thickened the bridges

' between the two-dimensional vortices compared to flow A 1in Fig. 5.11, .o
where the gense of the curvature is reversed. A
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Fig. 5.10 Plane mixing layer (Konrad 1976). U,/Uj = 2.63, O
po/p4 = 1/7. The corresponding curved flows are A in Fig. 5.9
and A in Fig. 5.11. | N
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Fig. 5.11 Flow A. Uo/Ui = 0.38, po/pt1 = 7/1. The flow is neutral to ]
Taylor-Gértler instability; Kelvin-Helmholtz instability is dominant. SRR
The contrast is poor for the streamwise structures in the plan view o
compared to flow A in Fig. 5.9, suggesting that the amplitude of these - [

disturbances may be smaller.
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60 S .... ....
s | ......' .... ... * ..;..... |
40 }
30 i -...' ........' ...'....:....... ...
20 R | ....'.......'... ..‘,-'..

10 }

0 | |

Fig. 7.1 Flow A. U,/Uj = 380/1000, py/py = 7/1. Sample record
of the trajectories for the trailing edges of vortices, taken from
high-speed movies. A pairing process can be seen in frames 30 to
40 at about x = 12 cm.
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Fig. 7.2 The spacing S between spanwise vortices as a function of
the downstream distance x. The data from each flow are identified
by the corresponding capital letter.
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Fig. 7.3 Flow P. U,/Uy = 2.63, po/py = 7/1. Long-time-exposure
schlieren photograph (1 sec). This flow is very stable. The small
dots on the edges of the mixing layer are placed by inspection and
are used for defining the visual thickness.
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Fig. 7.4 Flow B. Uy/Uy = 2.00, po/p1 = 1/7. Long-time-exposure
schlieren photograph (1 sec). Both Taylor-GSrtler instability and
Rayleigh-Taylor instability may be important. The outer boundary L,
of the mixing layer is difficult to define accurately.
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x(cm)
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Fig. 7.5 The visual thickness §,;5 as a function of the down-

stream distance x for various curved mixing layers.
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Fig. 7.7 The dependence of growth rate on channel curvature for
a heterogeneous wake/mixing layer. The values plotted are measured RS
from the straight portions of the thickness plots in Fig. 7.6. RIS
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Fig. 7.9 Coles's conjecture for the topology of the spanwise vortical
structure in a mixing layer. The observer is moving with the large
structure, particularly the saddle point at § (Coles 1981).
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= Crossectional view

‘i Plan view

One structure One structure

Fig. 7.11 Guide to interpretation of shadowgraph pictures of the
streamwige structure in a mixing layer.
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0.012 sec

Fig. 7.12 Flow A. Up/Us = 0.38, po/py = 7/1. Evolution of the
streamwise structures. Three non-adjacent frames from the high-
speed movie.
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e/b

f 2 AL/'L ¥ 0 _— i g B ] N 1 y ]
% -3 =2 -l 0 1 2 3 4 5 6
x/b

+ virtual origin for flow A, based on profile measurements

X  virtual origin for flow A, based on profile measurements

Fig. 7.13 (a) The spacing of visible streamwise structures as
a function of dimensionless downstream distance. Both e and x
are nondimensionalized by b, the half height of the channel.
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e/b

0-6 u

004 o

+ virtual origin for flow P, based on profile measurements

x  virtual origin for flow P, based on profile measurements

Fig. 7.13 (b) For title, see Fig. 7.13 (a).
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+ virtual origin for flow B, based on profile measurements

Fig. 7.13 (¢) For title, see Fig. 7.13 (a).
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Fig. 7.13 (e) For title, see Fig. 7.13 (a).
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Stills Movies
. Run Uo /Uy Uo/U4g Uo/Ui po/pi Celerity
) (cm/sec) (cm/sec) (cm/sec)
B 210/830 380/1500 0.25 7 626 + 84
A 380/1000 380/1000 0.38 7 514 ¢ 41
' D 620/1240 380/760 0.50 7 486 * 47
2 c 1440/2060 380/543 0.70 7 442 + 24
- u 400/400 400/400 1.00 7
h R 2060/1440 543/380 1.43 7
o S 1240/620 760/380 2.00 7 652 ¢ 46
. P 1000/380 1000/380 2.63 7 782 ¢ 55
- Q 830/210 1500/380 3.95 7
E I 830/210 1500/380 3.95 1
1 J 1000/380 1000/380 2.63 1 650 * 66
: K 1240/620 760/380 2.00 1
& L 2060/1440 543/380 1.43 1
ii M 400/400 400/400 1.00 1
e i 1440/2060 380/543 0.70 1
- K 620/1240 380/760 0.50 1
3 3 380/1000 380/1000 0.38 1
5 i 210/830 380/1500 0.25 1
! Q 210/830 380/1500 0.25 1/7
2 P 380/1000 380/1000 0.38  1/7 811 * 80
8 S 620/1240 380/760 0.50 1/7
g R 1440/2060 380/543 0.70  1/7
ﬁ U 400/400 400/400 1.00 1/7
- ¢ 2060/1440 543/380 1.43 1/7
3 b 1240/620 760/380 2.00 1/7 454 + 39
. i 1000/380 1000/380 2.63 1/7 511 ¢ 48
B 830/210 1500/380 3.95 1/7 628 = 85

Table 1. List of experimental conditions and celerity data.
The reference velocities U, and Uj are measured at the exit
of the nozzles. All experiments are carried out at 4 atmo-

spheres.

BAFIRIEV ISl

PR SO S Sy SRS NP A A

L )
PPN NPT )




£ BRI BT Y Y

ey

TN St

§
3
¥
i
\
r.




